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#### Abstract

The potential energy surfaces interact each other and their curvilinear coordinates have the critical information about disturbance at interaction points. Therefore, transition points between parabolic orbits that are solutions of one differential equation with variable coefficients is studied in this paper. Also we present an approach for the chaotic behaviour on transition points of the parabolic orbits.


Keywords: Chaotic Behaviour, Differential Equation, Parabolic Intersections, Quadratic Function, Schwarzian Derivative,

## 1. Introduction

A dynamical system determines the present state in terms of past states and is described by equations representing the evolution of a solution with time, initial conditions and control signals [1]. The Intersections of parabolic orbits play an important role in analysis, design and synthesis of control laws in dynamical systems. In an elliptical or circular orbit, the planet is moving slower than the escape velocity. One focus of the ellipse is on or near the primary and the second focus is on an unoccupied point in space. A planet in this type of orbit will continue to orbit the primary unless another force alters its path. All planets and moons in solar system follow this type of orbit. In a parabolic orbit, the planet has reached escape velocity. A planet with this type of orbit will never return to orbit the primary again. Also in a hyperbolic orbit, which is somewhat more flattened than a parabolic orbit, the planet is moving faster than escape velocity. A satellite leaving earth's orbit will follow parabolic or hyperbolic path [2-8].

The interactions points on intersection from a parabola orbit to other will be computed in this study. A parabola is quadratic function. If the quadratic equations are the solutions of the same differential equation with variable coefficients, the points of intersection between orbits give knowledge about the interactions and transitions. Furthermore, these equations have two distinct real roots. Hence, the chaotic behaviour of the transition between the points of parabolic intersections will be studied by using the methods of Schwarzian Derivative, Lyapunov Exponent and Bifurcation Diagram [9-16].

## 2. The parabolas which are the solutions of differential equation with variable coefficients

A quadratic function is $f(x)=a x^{2}+b x+c$, where $x$ is path-dependent variable and $a, b$, and $c$ are constants. In this study, we assume that, $a>0, c$ only changes the vertical position. The quadratic equations which have distinct real roots, open upward and downward structure are given (1) and (2).

$$
\begin{align*}
& f_{1}(x)=a x^{2}-(a+c) x+c  \tag{1}\\
& f_{2}(x)=-a x^{2}+(a-c) x+c \tag{2}
\end{align*}
$$

We assume that (1) and (2) are the solutions of second order differential equation with variable coefficients as given below,

$$
\begin{equation*}
f^{\prime \prime}(x)+p(x) f(x)+q(x)=0 \tag{3}
\end{equation*}
$$

We have to verify that if $f_{1}(x)$ and $f_{2}(x)$ are the solutions of equation in (3). Further, to determine the coefficients of $p(x)$ and $q(x)$, we substitute $f_{1}(x), f_{2}(x), f_{1}^{\prime \prime}(x)$ and $f_{2}^{\prime \prime}(x)$ into the differential equations in (3), and eventually obtain (4) and (5)

$$
\begin{equation*}
f_{1}^{\prime \prime}(x)+p(x) f_{1}(x)+q(x)=0 \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}^{\prime \prime}(x)+p(x) f_{2}(x)+q(x)=0 \tag{5}
\end{equation*}
$$

Where $f_{1}^{\prime \prime}(x)$ and $f_{2}^{\prime \prime}(x)$ are the second order derivatives of the $f_{1}(x)$ and $f_{2}(x)$ respectively. $f_{1}^{\prime \prime}(x)=2 a, f_{1}(x)$, quadratic function opens upward and $f_{2}^{\prime \prime}(x)=-2 a, f_{2}(x)$, quadratic function opens downward ( $\mathrm{a}>0$ ). Variable coefficients $p(x)$ and $q(x)$ are obtained from (4) and (5),

$$
\begin{align*}
& p(x)=-\frac{2}{x^{2}-x},  \tag{6}\\
& q(x)=-\frac{2 c}{x},  \tag{7}\\
& c=1 . \tag{8}
\end{align*}
$$

If we substitute $p(x), q(x)$ and $c$ in to the differential equation with variable coefficients as given (3), the differantial equation is therefore,

$$
\begin{equation*}
\frac{d^{2} f(x)}{d x^{2}}-\frac{2}{x^{2}-x} f(x)=\frac{2}{x} \tag{9}
\end{equation*}
$$

The solutions of the differential equation in (9) are found as (10) and (11).
$f_{1}(x)=a x^{2}-(a+1) x+1$
$f_{2}(x)=-a x^{2}+(a-1) x+1$
The roots of the parabola equation $f_{1}(x)$ are $\left(1, \frac{1}{a}\right)$, and the roots of the parabola equation $f_{2}(x)$ are $\left(1,-\frac{1}{a}\right)$, where a>0. As shown in Fig.1, the transition points of parabolas affect each other.

## 3. Chaotic behaviour on the transition points of parabolas

### 3.1. Schwarzian derivative

Schwarzian derivative is an important criterion for the chaotic behaviour of discrete dynamic systems [9,10]. Schwarzian Derivative give some useful information about the behaviour on the transition points of parabolas, particularly at their critical points. Negativeness of Schwarzian Derivative is a sufficient condition for it to be chaotic. The Schwarzian derivative is given by,

$$
\begin{equation*}
S f(x)=\frac{f^{\prime \prime \prime}(x)}{f^{\prime}(x)}-\frac{3}{2}\left(\frac{\left.f^{\prime \prime} x\right)}{f^{\prime}(x)}\right)^{2} \tag{12}
\end{equation*}
$$

where $f^{\prime}(x), f^{\prime \prime}(x), f^{\prime \prime \prime}(x)$ denote the first, second and third order derivatives of the $f(x)$ at $x$, respectively. If $S f(x)<0, f(x)$ will have a chaotic behaviour on $x$ and $a$ values. Schwarzian Derivatives (13), (14) of functions, $f_{1}(x)$ and $f_{2}(x)$ as given (10) and (11) that are solutions of the differantial equation (9) are calculated bu using (12). 2dimensional shapes are given in Fig. 2 and Fig. 3.

$$
\begin{align*}
& S f_{1}(x)=-\frac{6 a^{2}}{(2 a x-a-1)^{2}}  \tag{13}\\
& S f_{2}(x)=-\frac{6 a^{2}}{(2 a x-a+1)^{2}} \tag{14}
\end{align*}
$$

Schwarzian Derivatives $S f_{1}(x)$ and $S f_{2}(x)$ of $f_{1}(x)$, and $f_{2}(x)$ approach to highly chaos, between $x=0$ and $x=1$ in x -axis while $a$ is getting greater.

### 3.2. Sensitive dependence on initial conditions

Lyapunov exponents of a dynamical system provide a quantitative measure of its sensitivity to initial conditions. The average rate of convergence or divergence of the system along the axes in phase space gives Lyapunov Spectrum of the map. We focus on the calculation of Lyapunov exponents in the current context of one-dimensional discrete maps. The Lyapunov exponent measures the exponential rate at which neighboring orbits are moving apart. It is determined by averaging the natural logarithm of the derivative evaluated along an orbit. If a dynamical system has sensitive dependence on initial conditions that is a typical $x_{0}$ is a sensitive point, then it cannot be used to predict for large time, because there are errors in numerical calculations. Hence this is an important concept for chaos. More precisely, let $f(x)$ be a map on $R$, a point $x_{0}$ has sensitive dependence on initial conditions, if there is a constant $d>0$, such that for any $\delta(n)>0$, there is an $x$ satisfying $\left|x-x_{0}\right|<\delta(n)$ and an integer $k$, such that $\left|f^{k}(x)-f^{k}\left(x_{0}\right)\right| d$. Let $f^{k}$ denotes the $k$ th iterate of $f(x)$. For simplicity, we call such a point $x_{0}$ a sensitive point. If the initial condition is unstable, small errors or perturbations in the state would cause the orbit to move away from the fixed point.

We focus on the calculation of Lyapunov exponents in the current context of one-dimensional discrete maps [11-15]. Lyapunov exponents measure the rate of divergence of orbits originating from arbitrarily close initial conditions. That is, they measure a system's sensitivity to its initial conditions. A positive Lyapunov exponent indicates that the system is chaotic. $f_{1}(x)$ and $f_{2}(x)$, which are the solutions of the same non-linear dynamic system by given in (9) with initial condition $x_{0}$. Examine a small perturbation of this starting point, defined by $x_{0}+\delta_{0}$, where the initial separation $\delta_{0}$ is assumed to be very small. Suppose $\delta_{n}$ is the separation after $n$ iterations of the system. If $\left|\delta_{n}\right| \approx\left|\delta_{0}\right| e^{n \lambda}$, then $\lambda$ is called a Lyapunov exponent. Lyapunov exponents can be found, for a trajectory starting at $x_{0}$, from the limit. The exponents are described as [15],

$$
\begin{equation*}
\lambda=\lim _{n \rightarrow \infty}\left[\frac{1}{n} \sum_{i=0}^{n-1} \ln \left|f^{\prime}\left(x_{i}\right)\right|\right] \tag{15}
\end{equation*}
$$

n is the number of iteration of the dynamical system and $x_{0}$ is the initial condition. Further details can be found in [15]. It is clear from (15) that is depends on the starting point $x_{0}$. In practice, the value of $\lambda$ converges after a few hundreds iterations:

$$
\begin{equation*}
\lambda \approx \frac{1}{N} \sum_{i=0}^{N-1} \ln \left|f^{\prime}\left(x_{i}\right)\right| \tag{16}
\end{equation*}
$$

$\lambda<0$, the system attracts to a fixed point or stable periodic orbit. These systems are non conservative (dissipative) and exhibit asymptotic stability. $\lambda=0$, the system is neutrally stable. Such systems are conservative and in a steady state mode. They exhibit Lyapunov stability. $\lambda>0$, the system is chaotic and unstable. The exponents of $f_{1}(x)$ and $f_{2}(x)$ are given by (16),

$$
\begin{align*}
& \lambda_{1}(a) \approx \frac{1}{N} \sum_{i=0}^{N-1} \ln \left|2 a x_{i}-(a+1)\right|  \tag{17}\\
& \lambda_{2}(a) \approx \frac{1}{N} \sum_{i=0}^{N-1} \ln \left|-2 a x_{i}+(a-1)\right| \tag{18}
\end{align*}
$$

Fig. 4 shows the Lyapunov exponent computed for the map with $a$ ranging from 0 to 2 . For each value of $a,(17)$ and (18) is estimated using $N=1000$, with an initial starting point of $x_{0}=0.5$. This spectrum is invariant in a basin of attraction, and so will only vary in different regions of stability. In the current case, the signal is entirely chaotic, and then undergoes periodic transitions from chaos to stability, as $a$ increases. Fig. 4 shows the Lyapunov exponent computed for the $f_{1}(x)$ and $f_{2}(x)$, for $0<a<2$. We notice that $\lambda$ remains negative for $a<1.6$, and approaches 0 at the period doubling bifurcation.

A bifurcation diagram gives the value and stability of the steady state and periodic orbits. In bifurcation diagram, for each value of $a$ is reported the local maximum of values of $x_{n}$. The transition from one regime to another is called a bifurcation [16]. A point in a bifurcation diagram where stability changes from stable to unstable is called a bifurcation point. A bifurcation occurs when a small smooth change made to the parameter values (the bifurcation parameters) of a system causes a sudden qualitative or topological change in its behaviour.A bifurcation is a sudden change in the number or nature of the fixed and periodic points of the system[17]. Fig. 5 shows the stability of the solution as a function of $a$, and then its transition to unstable and chaotic behaviour. One way of summarizing the range of behaviours encountered when $a$ increases is to construct a bifurcation diagram. Such a diagram gives the value and stability of the steady state and periodic orbits (Fig.5). In this diagram, for each value of $a$ is reported the local maximum of values of $x_{n}$. The transition from one regime to another is called a bifurcation. Further system parameter changes are shown to result in even more extreme changes in behaviour, including higher periodicity, quasiperiodicity and chaos. Let $f_{1}(x)=f_{1}(x, a)$ and $f_{2}(x)=f_{2}(x, a)$, where a is a scalar parameter. The variable $x$ is on the vertical axis, and the bifurcation parameter $a$ is on the horizontal axis. As shown in Fig.5, transitions start between parabolas which is given (10) and (11) that are different solutions of one differential equation (9) with variable coefficients, when $x$ goes to 0.5 and $a$ is greater than 1.6.

## 4. Conclusion

In this paper, we present a approach for the characterization of the points on parabolic intersection seams as either local minimum or saddle points using same second order differential equation. The curvilinear coordinates are conceptually important, they also give rise to additional practical applications; electromagnetic coupling, vibration, turbulence, absorption, molecular motions. The parabolic intersections are not isolated points but rather are part of an extended seam of geometries where the energy of two states varies while preserving their degeneracy. Finally, the chaotic behaviour of strong interactions of parabolic intersections can be determined by using the methods of Schwarzian Derivative, Lyapunov Exponent, Bifuracation Diagram and these methods show good results.
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Figure 1: The Interactions Between Surfaces of Parabolic Intersections, $f_{1}(x), f_{2}(x)$, for various $a$


Figure 2: Schwarzian Derivative of $f_{1}(x)$ for various $a$


Figure 3: Schwarzian Derivative of $f_{2}(x)$ for various $a$


Figure 4: The Lyapunov Exponent for $0<a<2, f_{1}(x)$ and $f_{2}(x)$ for $x_{0}=0.5$


Figure 5: Bifurcation Diagram for $f_{1}(x)$ and $f_{2}(x)$ for $x_{0}=0.5$

