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Abstract: In this study, a numerical approach is proposed to obtain approximate solutions of nonlinear system of second order
boundary value problem. This technique is essentially based on the truncated Fermat series and its matrix representations with
collocation points. Using the matrix method, we reduce the problem system of nonlinear algebraic equations. Numerical examples are
also given to demonstrate the validity and applicability of the presented technique. The method is easy to implement and produces
accurate results.
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1 Introduction

Differential equation systems has been one of the essential tools for various areas of scientific fields such as biology,
ecology, chemistry, medicine, physics and engineering. Many scientific applications lead to higher order systems of
ordinary differential equations, but it is often difficult or impossible to obtain explicit solutions to higher order or coupled
systems of nonlinear ordinary differential equations. The method we shall discuss here is aimed primarily at discovering
something of the character of the solutions. For simplicity, we shall concentrate on second order systems; the method
may readily be generalized to higher order systems.

In this paper, we will consider the following nonlinear system of second order differential equations:

a1(t)y1
′′+a2(t)y1

′+a3(t)y1 +a4(t)y2
′′+a5(t)y2

′+a6(t)y2 +N1(y1,y2) = g1(t)
b1(t)y1

′′+b2(t)y1
′+b3(t)y1 +b4(t)y2

′′+b5(t)y2
′+b6(t)y2 +N2(y1,y2) = g2(t)

}
0 ≤ t ≤ 1 (1)

with boundary conditions
y1(0) = y1(1) = 0
y2(0) = y2(1) = 0

}
(2)

where 0 ≤ t ≤ 1 , N1 and N2 are nonlinear functions of y1 and y2. Also ai(t), bi(t) for i = 1, . . . ,6 are given continuous
functions and g1 and g2 are known functions.

Geng and Cui [1] has represented the analytical solution of problem (1)-(2) in the form of series in the reproducing
kernel space under the assumption that the solution to problem (1)-(2). Lu [2], proposed a variational iteration method,
Dehghan and Saadatmandi [3] presented a numerical method based on Sinc-collocation method, Saadatmandi and
Farsangi [4] solved this problem by using the Chebyshev finite difference method. Dehghan and Lakestani [5] suggested
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a numerical method base on the cubic B-spline scaling functions to find the solutions of the system. Also, Saadatmandi
[6] has tried to solve problem (1)-(2) by using He’s homotopy perturbation method. The existence and uniqueness of
solutions of second-order systems have been discussed, including the approximation of solutions via finite difference
method [7-14].

Since the beginning of 1994, Taylor, Chebyshev, Legendre, Laguerre, Bernstein and Bessel collocation and matrix
methods have been used by many authors [15-20] to solve differential, difference, integral , integro-differential, delay
differential equations and their systems. Taştekin and Yalçınbaş [21] have used Fermat collocation method to solve first
order nonlinear differential equations. Also Yalçınbaş and Taştekin [22] have considered the solution of second order
nonlinear differential equations by using Fermat collocation method.

In the present work, we want to find the approximate solutions of the system (1) with boundary conditions (2) in the
truncated Fermat series form

yi,N(t) =
N

∑
n=0

yi,nFn(t), i = 1,2, 0 ≤ t ≤ b, (3)

where yi,n, (n = 0,1, . . . ,N, i = 1,2) are unknown coefficients to be determined.

The organization of this paper is as follows: In the next section we describe the matrix representations of each term in the
system (1) and (2). In Section 3, we find the fundamental matrix relation of this system. In Section 4, the Fermat
collocation method is performed. In Section 5, the accuracy of solution is given and in Section 6, some computational
results are given to clarify the method. Section 7 ends this paper with a brief conclusion.

2 Fundamental relations

Let us consider the nonlinear system in the form (1) and find the matrix representations of each term in the system. First
we convert the solution defined by (3) and its derivatives, for n = 0,1, . . . ,N to the following matrix forms:

yi(t) = F(t)Yi, i = 1,2, [20,21] (4)

yi
(n)(t) = F(t)DnYi, i = 1,2 (5)

where,

F(t) =
[

F0(t) F1(t) F2(t) F3(t) · · · FN(t)
]

1×(N+1)
=
[

1 3t 9t2 −2 27t3 −12t · · · 3tFn−1(t)−2Fn−2(t)
]
,

D =



0 3 0 6 0 12 0 24 0 · · ·
0 0 6 0 12 0 24 0 48 · · ·
0 0 0 9 0 18 0 36 0 · · ·
0 0 0 0 12 0 24 0 48 · · ·
0 0 0 0 0 15 0 30 0 · · ·
0 0 0 0 0 0 18 0 36 · · ·
0 0 0 0 0 0 0 21 0 · · ·
0 0 0 0 0 0 0 0 24 · · ·
...

...
...

...
...

...
...

...
...

. . .

0 0 0 0 0 0 0 0 0 · · ·


(N+1)×(N+1)

, Yi =



yi,0

yi,1

yi,2
...

yi,N


(N+1)×1

.
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Nonlinear part of the system (1), Ni(y1,y2), i = 1,2 can be found as yi
2(t) or yi(t)y j(t), i ̸= j, i = j = 1,2. Also, we can

write the matrix form of these nonlinear expressions

yi
2(t) = F(t)F∗(t)Ȳi,i (6)

yi(t)y j(t) = F(t)F∗(t)Ȳi, j (7)

y j(t)yi(t) = F(t)F∗(t)Ȳj,i (8)

where

F∗(t) =


F(t) 0 · · · 0

0 F(t) · · · 0
...

...
. . .

...
0 0 · · · F(t)


(N+1)×(N+1)2

and
Ȳi,i =

[
yi,0Yi yi,1Yi · · · yi,NYi

]T

(N+1)2×1
, Ȳi, j =

[
y j,0Yi y j,1Yi · · · y j,NYi

]T

(N+1)2×1
.

3 Fundamental matrix equations for system

We are now ready to construct the fundamental matrix equations for the nonlinear system of second order boundary value
problem (1). For this purpose, substituting the matrix relations (4)-(8) into system (1) and simplifying, we obtain the
system of matrix equations:

a1(t)F(t)D2Y1 +a2(t)F(t)DY1 +a3(t)F(t)Y1 +a4(t)F(t)D2Y2 +a5(t)F(t)DY2

+a6(t)F(t)Y2 +N1(t)Ȳi, j = g1(t)
b1(t)F(t)D2Y1 +b2(t)F(t)DY1 +b3(t)F(t)Y1 +b4(t)F(t)D2Y2 +b5(t)F(t)DY2

+b6(t)F(t)Y2 +N2(t)Ȳj,i = g2(t)

 (9)

Therefore, we can write the matrix representation of the system (9) in the form

[
a1(t)F(t)D2 +a2(t)F(t)D+a3(t)F(t)

]︸ ︷︷ ︸
A1(t)

Y1 +
[
a4(t)F(t)D2 +a5(t)F(t)D+a6(t)F(t)

]︸ ︷︷ ︸
A2(t)

Y2 +N1(t)Ȳi, j = g1(t)

[
b1(t)F(t)D2 +b2(t)F(t)D+b3(t)F(t)

]︸ ︷︷ ︸
B1(t)

Y1 +
[
b4(t)F(t)D2 +b5(t)F(t)D+b6(t)F(t)

]︸ ︷︷ ︸
B2(t)

Y2 +N2(t)Ȳj,i = g2(t)


A1(t)Y1 +A2(t)Y2 +N1(t)Ȳi, j = g1(t)
B1(t)Y1 +B2(t)Y2 +N2(t)Ȳj,i = g2(t)

}
(10)

where

A1(t) = a1(t)F(t)D2 +a2(t)F(t)D+a3(t)F(t),

A2(t) = a4(t)F(t)D2 +a5(t)F(t)D+a6(t)F(t),
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and

B1(t) = b1(t)F(t)D2 +b2(t)F(t)D+b3(t)F(t),

B2(t) = b4(t)F(t)D2 +b5(t)F(t)D+b6(t)F(t).

Consequently, the fundamental matrix equations of the system (10) can be written in the following compact form

P(t)Y +N(t)Ȳ = G(t) (11)

where

P(t) =

[
A1(t) A2(t)
B1(t) B2(t)

]
2×2(N+1)

, Y =

[
Y1

Y2

]
2(N+1)×1

, Ȳ =

[
Ȳi, j

Ȳj,i

]
2(N+1)2×1

,

N(t) =

[
N1(t) 0

0 N2(t)

]
2×2(N+1)2

, G(t) =

[
g1(t)
g2(t)

]
2×1

.

4 Fermat collocation method

In this section, by substituting the collocation points defined by

ts =
b
N

s, s = 0,1, . . . ,N,

into the fundamental matrix equation (11), we obtain the new system

P(ts)Y +N(ts)Ȳ = G(ts) (12)

and therefore, the new fundamental matrix equation

WY ∗+VȲ ∗ = G∗ (13)

where

W =


P(t0) 0 · · · 0

0 P(t1) · · · 0
...

...
. . .

...
0 0 · · · P(tN)


2(N+1)×2(N+1)2

, V =


N(t0) 0 · · · 0

0 N(t1) · · · 0
...

...
. . .

...
0 0 · · · N(tN)


2(N+1)×2(N+1)3

,

Y ∗ =


Y
Y
...
Y


2(N+1)2×1

, Ȳ ∗ =


Ȳ
Ȳ
...
Ȳ


2(N+1)3×1

, G∗ =


G(t0)
G(t1)

...
G(tN)

 .

To find matrix representation of boundary conditions given with (2), by using Eq. 4 we can write row matrices as

F(0)Y1 = 0, F(0)Y2 = 0 and F(1)Y1 = 0, F(1)Y2 = 0.

c⃝ 2016 BISKA Bilisim Technology



NTMSCI 4, No. 1, 87-96 (2016) / www.ntmsci.com 91

Thus, we obtain the matrix forms of the conditions, respectively,

U0Y = 0 and U1Y = 0 (14)

where

U0 =

[
F(0) 0

0 F(0)

]
2×2(N+1)

, U1 =

[
F(1) 0

0 F(1)

]
2×2(N+1)

, Y =

[
Y1

Y2

]
2(N+1)×1

.

To obtain the approximate solution of Eq. (1) with boundary conditions (2) in the terms of Fermat polynomials, by
replacing the row matrix (14) by the last row of the matrix (13),we obtain the required augmented matrix:

[
W̃ ,Ṽ ; G̃∗]=



P(t0) 0 0 · · · 0 0 , N(t0) 0 0 · · · 0 0 ; G(t0)
0 P(t1) 0 · · · 0 0 , 0 N(t1) 0 · · · 0 0 ; G(t1)
...

...
... · · ·

...
... ,

...
...

... · · ·
...

... ;
...

0 0 0 · · · U0 0 , 0 0 0 · · · 0 0 ; 0
0 0 0 · · · 0 U1 , 0 0 0 · · · 0 0 ; 0


and the corresponding matrix equation

W̃Y ∗+ṼȲ ∗ = G̃∗

where

W̃ =



P(t0) 0 0 · · · 0 0
0 P(t1) 0 · · · 0 0
...

...
... · · ·

...
...

0 0 0 · · · U0 0
0 0 0 · · · 0 U1


, Ṽ =



N(t0) 0 0 · · · 0 0
0 N(t1) 0 · · · 0 0
...

...
... · · ·

...
...

0 0 0 · · · 0 0
0 0 0 · · · 0 0


, G̃∗ =



G(t0)
G(t1)

...
0
0


.

The fundamental matrix equation of the system (1) under boundary conditions (2) corresponds to a system of 2(N + 1)
nonlinear algebraic equations with the unknown coefficients y1,n and y2,n, (n = 0,1, . . . ,N).

Finally, the unknown coefficients are computed by solving this system and they are substituted in Eq. 3. Hence, the
Fermat polynomial solutions

yi,N(t) =
N

∑
n=0

yi,nFn(t), i = 1,2 (15)

can be obtained.

5 Accuracy of solutions

We can easily check the accuracy of the above solutions. Since truncated Fermat series (3) is the approximate solution of
system (1), when the function yi,N(t), i = 1,2 and its derivatives are substituted in system (1), the resulting equation must
be satisfied approximately; that is, for t = tq ∈ [0,1],q = 0,1,2, . . . ,

E1,N(tq) =

∣∣∣∣∣ a1(tq)y1,N
′′+a2(tq)y1,N

′+a3(tq)y1,N +a4(tq)y2,N
′′+

a5(tq)y2,N
′+a6(tq)y2,N +N1(y1(tq),y2(tq))−g1(tq)

∣∣∣∣∣∼= 0,
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E2,N(tq) =

∣∣∣∣∣b1(tq)y1,N
′′+b2(tq)y1,N

′+b3(tq)y1,N +b4(tq)y2,N
′′+

b5(tq)y2,N
′+b6(tq)y2,N +N2(y1(tq),y2(tq))−g2(tq)

∣∣∣∣∣∼= 0,

and Ei,N(tq) ≤ 10−kq , i = 1,2 (kq positive integer). If max 10−kq = 10−k(kq positive integer) is prescribed, then the
truncation limit N is increased until the difference Ei,N(tq) at each of the points becomes smaller than the prescribed
10−k[22].

6 Numerical examples

In this section, numerical examples are given to illustrate the accuracy and efficiency of the presented method.

Example 1. Let us first consider the nonlinear system of second order boundary value problems [23],

y
′′
1 − ty

′
2 + ty1 = t3 −2t2 +6t

y
′′
2 + ty

′
1 + y1y2 = t5 − t4 +2t3 + t2 − t +2

}
, 0 ≤ t ≤ 1

with boundary condition y1 (0) = y1 (1) = 0 and y2 (0) = y2 (1) = 0. The exact solutions of this problem are y1 (t) = t3−t,
y2 = t2 − t. Now, let us apply the procedure in Section 4 to obtain this approximate solution. Firstly, we note that

a1(t) = 1, a3(t) = t, a5(t) =−t, a2(t) = a4(t) = a6(t) = 0, b2(t) = t, b4(t) = 1,

b1(t) = b3(t) = b5(t) = b6(t) = 0, N1(y1,y2) = 0, N2(y1,y2) = 1, g1(t) = t3 −2t2 +6t,

g2(t) = t5 − t4 +2t3 + t2 − t +2.

The set of collocation points for N = 3 is computed as
{

t0 = 0, t1 = 1
3 , t2 =

2
3 , t1 = 1

}
and the fundamental matrix equation

of the problem from Eq. 10 is

[
F(t)D2 +F(t)

]
Y1 − tF(t)DY2 = t3 −2t2 +6t

tF(t)DY1 +F(t)D2Y2 +Y j,i = t5 − t4 +2t3 + t2 − t +2

}
.

We can find the compact form of this system from Eq. 11 as

P(t)Y +N(t)Ȳ = G(t)

where

P(t) =

[
1 3t 9t2 +16 27t3 +150t 0 −3t −18t2 −81t3 +12t
0 3t 18t2 81t3 −12t 0 0 18 162t

]
,

G(t) =

[
t3 −2t2 +6t

t5 − t4 +2t3 + t2 − t +2

]
.

The fundamental matrix equation

WY ∗+VȲ ∗ = G∗

where
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W =


P(0) 0 0 0

0 P
( 1

2

)
0 0

0 0 P
( 2

3

)
0

0 0 0 P(1)

 , V =


N(0) 0 0 0

0 N
( 1

2

)
0 0

0 0 N
( 2

3

)
0

0 0 0 N(1)

 ,

G∗ =
[

G(0) G
( 1

3

)
G
( 2

3

)
G(1)

]T
.

The matrix forms of the conditions are

U0 =

[
1 0 −2 0 0 0 0 0
0 0 0 0 1 0 −2 0

]
, U1 =

[
1 3 7 15 0 0 0 0
0 0 0 0 1 3 7 15

]
.

The augmented matrix for this fundamental matrix equation is calculated as

[
W̃, Ṽ;G̃∗]=


P(0) 0 0 0 , N(0) 0 0 0 ; G(0)
0 P

( 1
3

)
0 0 , 0 N

( 1
3

)
0 0 ; G

( 1
3

)
0 0 U0 0 , 0 0 0 0 ; 0
0 0 0 U1 , 0 0 0 0 ; 0


where

P(0) =

[
1 0 16 0 0 0 0 0
0 0 0 0 0 0 18 0

]
, P

(
1
3

)
=

[
1 1 17 51 0 −1 −2 1
0 1 2 −1 0 0 18 54

]
,

N(0) =

[
0 0
0 1 0 −2 0 0 0 0 0 −2 0 4 0 0 0 0 0

]
2×32

,

N
(

1
3

)
=

[
0 0
0 1 1 −1 −3 1 1 −1 −3 −1 −1 1 3 −3 −3 3 9

]
2×32

,

G(0) =

[
0
2

]
, G

(
1
3

)
=

[
49
27
523
243

]
.

By solving this system, the Fermat coefficients matrix is gained as

Y1 =
[

0 5
27 0 1

27

]T
and Y2 =

[
2
9 − 1

3
1
9 0

]T
.

Substituting the elements of these column matrixes into Eq. 4, we obtain the solution set in terms of Fermat polynomials
as

y1(t) = t3 − t, y2(t) = t2 − t

which are the exact solutions.

Example 2. Other example is the nonlinear system

y′′1 + ty2 + ty2
1 = (t2 −1)sin t −2cos t +(t3 −2t2 + t)sin2t

y′′2 + ty′1 + y2 = (−t2 + t +2)cos t − t sin t

}
, 0 ≤ t ≤ 1
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with the boundary conditions y1(0) = y1(1) = 0 and y2(0) = y2(1) = 0. The exact solutions of this problem are y1(t) =
(1− t)sin t and y2(t) = (t −1)sin t. Using the procedure in Section 4, we calculate the approximate solutions y1,N(t) and
y2,N(t) for N = 3,6,8. In Tables 1-2, the exact solutions and approximate solutions obtained by the present method are
compared. On the other hand, in Fig. 1-2 and Fig. 3-4, respectively, the approximate solutions for the present method and
absolute errors for present method are shown for different values of N. Additionally, in Table 3, the accuracy of solutions
are stated. These results show that if N increases, than the absolute errors decrease more rapidly.

Table 1: Comparison of the numerical errors for y1(t)

ti
Exact

Solution
N = 3
y1,3(ti)

Absolute
Error

N = 6
y1,6(ti)

Absolute
Error

N = 8
y1,8(ti)

Absolute
Error

0 0 0 0 0 0 0 0
0.2 0.158935 0.158672 2.632845E-4 0.158935 4.422558E-8 0.158935 4.857349E-10
0.4 0.233651 0.229351 4.299543E-3 0.233651 2.500261E-7 0.233651 8.754586E-10
0.6 0.225856 0.204031 2.182503E-2 0.225858 1.955790E-6 0.225856 1.041634E-8
0.8 0.143471 0.074707 6.876343E-2 0.143478 7.573873E-6 0.143471 7.438348E-8
1 0 0.16662 1.666269E-1 0.000001 1.207777E-5 0.000000 1.333333E-7

Table 2: Comparison of the numerical errors for y2(t)

ti Exact
Solution

N = 3
y1,3(ti)

Absolute
Error

N = 6
y1,6(ti)

Absolute
Error

N = 8
y1,8(ti)

Absolute
Error

0 0 0 0 0 0 0 0
0.2 -0.158935 -0.158672 2.632845E-4 -0.158935 4.422558E-8 -0.158935 4.857349E-10
0.4 -0.233651 -0.229351 4.299543E-3 -0.233651 2.500261E-7 -0.233651 8.754586E-10
0.6 -0.225856 -0.204031 2.182503E-2 -0.225858 1.955790E-6 -0.225856 1.041634E-8
0.8 -0.143471 -0.074707 6.876343E-2 -0.143478 7.573873E-6 -0.143471 7.438348E-8
1 0 -0.16662 1.666269E-1 -0.000001 1.207777E-5 -0.000000 1.333333E-7

Table 3: Absolute errors of y1(t) and y2(t)

ti N = 8,y1,8(ti),y2,8(ti) N = 10,y1,10(ti),y2,10(ti)
0 0 0
0.2 4.857349373E-10 4.1810172844E-12
0.4 8.754586142E-10 2.3435318188E-11
0.6 1.041634779E-8 4.4263789711E-11
0.8 7.438348144E-8 2.6707364800E-11
1 1.333333333E-7 0
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Fig. 1: Numerical and exact solution of Example
2 for y1(t), N = 3,6,8.
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Fig. 2: Numerical and exact solution of Example
2 for y2(t), N = 3,6,8.
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Fig. 3: Comparison of absolute error of Example
2 for y1(t), N = 3,6,8.
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Fig. 4: Comparison of absolute error of Example
2 for y2(t), N = 3,6,8.

7 Conclusion

In this study, a new Fermat matrix collocation method is proposed for nonlinear system of second order boundary value
problems. It is observed from Figures and Tables that the method is a simple and powerful tool to obtain the approximate
solution. Thus, if N is increased, it can be seen that approximate solutions obtained by the mentioned method are close
to the exact solutions. One of the considerable advantages of the method is finding the approximate solutions very easily
by using the computer program. Shorter computation time and lower operation count results in a reduction of cumulative
truncation errors and improvement of overall accuracy. In addition, the method can also be extended to other models in
the future.
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[22] Yalçınbaş S, Taştekin D (2014) Fermat Collocation Method for Solvıng a Class of the Second Order Nonlinear Differential

Equations. Applied Mathematics and Physics2(2), 33-39.

[23] Gökmen E, Sezer M (2013) Taylor Collocation Method for Nonlinear System of Second Order Boundary Value Problems.Düzce
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