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Abstract: The inverse problem of Stephan in which, beside the unknown function, the much unknown equation, the whole boundary
or part of it is unknown for the parabolic equations and recently for hyperbolic equations has been studied.
In this paper the single-phase of Stephan problem will be used taking the Continue method and for every point the answer ofthe
problem will be calculated as definite expressions. It is possible to use this answer as the approximate answer.
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1 Introduction

In classic differential equation for parabolic equations (heat equation) and hyperbolic equations (string vibration

equation), the Cauchy problem and mixed problem, and for theElliptic equation the boundary value problem of Diriclet

and Neumann and special case of Poincare have been studied [1-3].

As we go on, the boundary value problem in elliptic equationsthe rest of Neuman problem or the Poincare problem in

which derivation stamina in the optional boundary (not tangent) is taken into account has been studied [4,5]. After that,

to continue those problems the boundary value problem whichhas the condition of being nonlocal, has been considered

in the elliptic equations [6,7].

At first a French mathematician named Hadamard, has shown in the solving of the problems of Mathematical physics

that the Cauchy problem is not well-posed for elliptic problems [3,8] and it has been proved later that the boundary value

problem is not well-posed for hyperbolic problems, [9] either. Because the mathematical models of the geophysical

phenomena have a cauchy problem for elliptic problems. For this reason Tykhonov has found well-posed classes for

these problems and later Lavrintov and his students have studied these problems later.

In the problems studied by Tykhonov and Lavrintov sometimesthe coefficients of the equation or the coefficients of the

boundary conditions and or the right side of the equation is unknown and these problems are called inverse problems.

There are some other inverse problems, which are Stephan inverse problems which beside the unknown function of the

equation the whole boundary or part of it is unknown. Mostly these problems are applied for the parabolic equations and

recently have been applied for the hyperbolic equations too[10-12].

Using the continue method [13] we study the mixed inverse problem for the hyperbolic equations. The advantage of the

method compared with the others is that for every point we findthe answer analytically as finite expressions.
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2 The method

Consider the following problem:
∂ 2u(x, t)

∂ t2 =
∂ 2u(x, t)

∂x2 (1)







u(x,0) = φ(x) 0< x< γ(t), t > 0
∂u(x,t)

∂ t

∣

∣

∣

t=0
= 0 0≤ x≤ γ(0) = 1

(2)

u(0, t) = u(γ(t), t) = 0, t ≥ 0 (3)

In which φ(x) and γ(t) arbitrary functions have been given andφ(0) = φ(1) = 0 We can easily see that whenever

(x, t) ∈ IK, the solution to the problem (1)-(3) is not dependent on boundary and boundary condition (3) and the solution

is as following:

u(x, t) =
φ(x− t)+φ(x+ t)

2
, (x, t) ∈ I (4)

Whenever(x, t) ∈ II characteristic of equation (1) crossing this point, axisx from right in (0,1) and from left in(−1,0).

In this case it is necessary that function (2) is extended to(−1,0). For this purpose we have from first boundary condition:

φ(−x) =−φ(x)

This means thatφ(x) which has been given in [0,1] interval is continued to left from zero point in the from of odd function,

if we considerφ2(x) as following:

φ2(x) =







φ(x), x∈ [0,1]

−φ(−x), x∈ [−1,0]
(5)

The solution to this mixed problem using this function is as following:

u(x, t) =
φ2(x− t)+φ2(x+ t)

2
, (x, t) ∈ II (6)

c© 2016 BISKA Bilisim Technology



NTMSCI 4, No. 3, 174-179 (2016) /www.ntmsci.com 176

If (x, t) ∈ III , characteristic of equation (1) passing this point cut off axis x in (0,2x1) interval. For this reason function

φ(x) which is known in (0,1) interval is continued to[1,2x1] interval. For this continuation we have from second boundary

condition of (3):

φ(γ(t)+ t) =−φ(γ(t)− t) (7)

Hereγ(t)− t ∈ [0,1], t ∈ [0, t1].

We can easily see thatγ(0)− 0 = 1,γ(t1)− t1 = γ(t1)− x1 = 0 In this way if t ∈ [0, t1],φ(x) from [0,1] interval from

relation (7) is continued to[1,γ(t1)+ t1] interval.

γ(t1)+ t1 = x1+ t1 = 2x1

Thus with definition:

φ3(x) =







φ(x), x∈ [0,1]

−φ ,(γ(x+σ(x))− (x+σ(x))) x∈ [1,2x1]
(8)

The solution to problem (1)-(3) is:

u(x, t) =
φ3(x− t)+φ3(x+ t)

2
, (x, t) ∈ III (9)

Heret = x+σ(x) is a solutionγ(t)+ t = x:

γ(x+σ(x))+σ(x) = 0 x∈ [1,2x1]

σ(t + γ(t))+ γ(t) = 0 t ∈ [1, t1]

Point 1: In recent case if we consider functionφ2(x) instead of functionφ(x), we will have the continuation of function

in biggest right interval in which the solution to problem isin both III and VI and IV.

We can continue this to left or right. In this case we will havethe following theorem:

Theorem 1. Whenever x∈ [0,1];φ(x) andγ(x), t ≥ 0 are known function and twice differentiable andφ(0) = φ(1) = 0

andγ(0) = 1 and all the functions and the result of extension of are function in the space ofC2 andγ(t)+ t = x is the

unique solution to t= x+σ(x), in this case the unique solution to problem (1)-(3) is through step by step method.

Now we deal with Stephans inverse problem. We assume that foru(x, t) functions,γ(t) is a unknown function. In this case

we add the following condition (1)-(3) problem:

γ ′(t) =
∂u(x, t)

∂ (x)

∣

∣

∣

x=γ(t)
, t ≥ 0 (10)

In the inverse problem (10) and (1)-(3) like previous mixed problem, if(x, t) ∈ I , the solution to inverse problem (10) and

(1)-(3) will be as relation (4). Whenever(x, t) ∈ II like previous mixed problem, The solution to inverse problem will be

like (6) which has been given usingφ2(x) function in (5). Whenever(x, t) ∈ III , becauseγ(t) is an unknown function. We

will deal with all possible cases toγ(t):

State 1:γ ′(t)<−1, it means that the boundary for smallt , are placed inI area. Since characteristic of each point inI cut

off x axis in [0,1] interval, whenever solutions (1)-(2) which isin the from of (4) are placed in the second condition of

(3). We will have:

φ(γ(t)− t)+φ(γ(t)+ t) = 0, γ(t)− t ∈ (0,1), γ(t)+ t ∈ (0,1)
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Thus functionφ(x) in [0,1] interval is not arbitrary. Even amounts of this function have different signs for nearly points.

This contrasts with the continuity ofφ(x) function. Thusφ(x) ≡ 0;x∈ [0,1] as a resultu(x, t) = 0.

State 2:γ ′(t) = 1; in this caseγ(t) boundary coincides withI area boundary passing fromx = 1, since this boundary is

one of characteristics of equation (1)γ(t) = 1− t or γ(t)+ t = 1 like state 1 we have:

φ(γ(t)− t) = φ(1−2t) =−φ(γ(t)+ t) = φ(1) = 0, 1−2t ∈ [0,1]

In this state the solution to mixed problem will be asu(x, t) = 0.

State3:−1< γ ′(t)< 0; in this case−t < γ(t)− γ(0)< 0 or−t < γ(t)−1< 0 or 1− t < γ(t)< 1

We will have: 1−2t < γ(t)− t < 1,1< γ(t)+ t < 1+ t wheneverγ(t)− t ∈ [0,1] thenγ(t)+ t > 1. This means that from

second condition of (3) functionφ(x) is expanded to right from [0,1] area. Because of expansion offunctionφ(x) to left,

we can considerγ(t)− t ∈ [−1,1], in this case the solution to the equationγ(t)− t = 1 is t1, we will have the

continuation of functionφ(x) in [1,2x1] which 2x1 = γ(t1) + t1, in this case first we specify functionγ(t). If we put

solution (6) in condition (10), we will have:

γ ′(t) =
1
2
[φ ′

2(γ(t)− t)+φ ′
2(γ(t)+ t)] (11)

How we put (6) in second condition of (3)

φ2(γ(t)− t)+φ2(γ(t)+ t) = 0

φ ′
2(γ(t)− t)(γ ′(t)−1)+φ ′

2(γ(t)+ t)(γ ′(t)+1) = 0

From this we determineφ ′
2(γ(t)+ t) and put in (11), Thus we have:

γ ′(t) =
1
2
[φ ′

2(γ(t)− t)+
1− γ ′(t)
1+ γ ′(t)

φ ′
2(γ(t)− t)]

or

γ ′(t)(1+ γ ′(t)) = φ ′
2(γ(t)− t) (12)

(γ ′(t))2+ γ ′(t)−φ ′
2(γ(t)− t) = 0 (13)

The roots of this quadratic in relation toγ ′(t) are:

γ ′(t) =
−1∓

√

1+4φ ′
2(γ(t)− t)

2
(14)

We have from(12):

φ ′
2(γ(t)− t)< 0

If we want the roots of equation (14) to be real, we should have:

1+4φ ′
2(γ(t)− t)≥ 0 or −

1
4
≤ φ ′

2(γ(t)− t)< 0, t ∈ [0, t1] (15)
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In this case both relations (14) are possible. Thus we deal with both states separately whenever

γ ′(t) =
−1+

√

1+4φ ′
2(γ(t)− t)

2
(16)

In this case we will have forγ(t):

γ(t) = 1−
t
2
+

1
2

∫ t

0

√

1+4φ ′
2(γ(τ)− τ)dτ t ∈ [0, t1] (17)

After having functionγ(t) from (17), we will have the solution to the problem at(x, t) like previous mixed problem.

Whenever

γ ′(t) =
−1−

√

1+4φ ′
2(γ(t)− t)

2
(18)

Then we have following equation forγ(t)

γ(t) = 1−
t
2
−

1
2

∫ t

0

√

1+4φ ′
2(γ(τ)− τ)dτ t ∈ [0, t1] (19)

Point 2: In these two cases, since none of relations forγ(t) are not in contrast with each other we will have two solutions

for u(x, t) and this is not possible because of unique solution of the problem.

State 4:γ ′(t) = 0; in this caseγ(t) = γ(0) = 1. In this case we will continue functionφ(x) to right from x = 1 in the

method that we continued this function to left fromx= 0 oddly. This state has already been reviewed [1,3,8,13].

State 5: 0< γ ′(t)< 1 in this state 1< γ(t)< 1+ t therefore

1− t < γ(t)− t < 1. 1+ t < γ(t)+ t < 1+2t (20)

Considering the expansion ofφ(x) to left we can have:γ(t)− t ∈ [−1,1] in this state the functionγ ′(t) has been given as

relation (14). From relation (12) we willφ ′
2(γ(t)− t)> 0. Thus both roots of relation (14) will be real but whenever

γ ′(t) =
−1−

√

1+4phi′2(γ(t)− t)

2

Because of 0< γ ′(t)< 1 we will have
√

1+4phi′2(γ(t)− t)<−1 and this is not acceptable thus we always have in state

5.

γ ′(t) =
−1+

√

1+4phi′2(γ(t)− t)

2

Therefore whenever we show the solution toγ(t)− t = −1 with t1, we will have the expansion ofφ(x) in (1,2x1] area

which 2x1 = γ(t1)+ t1. Havingγ ′(t)> 0, thusγ(t) is ascending and as a resultt1 is unique. Considering relation (20) we

always havet1 > 2. So we haveγ(t):

γ(t) = 1−
t
2
+

1
2

∫ t

0

√

1+4φ ′
2(γ(τ)− τ)dτ t ∈ [0, t1] (21)

After getting functionγ(t) from equation (21), we find the solution to the problem in(x, t) point like previous mixed

problem.
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State 6:γ ′(t) = 1; in this caseγ(t) = 1+ t or γ(t)− t = 1 and like state 2 we have

φ(γ(t)+ t) = φ(1+2t) =−φ(γ(t)− t) =−φ(1) = 0, γ(t)+ t > 1

Then functionφ is as following:

φ(x) =















φ(x), x∈ [0,1]

−φ(−x) x∈ [−1,0]

0 otherwise

(22)

and the solution tou(x, t) is gained from relation (4) with the help ofφ consideringx∈ R

State 7:γ ′(t) > 1; in this case both characteristices passing from(x, t) cut off x axis on two points out of interval [0,1]

and on its right direction. Thusφ in this area is independent from interval [0,1] therefore consideringφ(x) ≡ 0;x> 1 and

considering first condition from (3) we have:φ(x)≡ 0;x<−1 and this state is like state 6 meaningx∈ [−1,1];φ(x) 6= 0;

andx /∈ [−1,1];φ(x) = 0 .

3 Conclusion

In this paper, we considered a Stephan inverse problem by finding unknown boundary value andobtained it as integral

equation. So, this method can be easily to similar inverse problem.
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