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Abstract: In this paper, a collocation method based on Hermite polyalsnis presented for the numerical solution of the neutral
functional-differential equations (NFDES) with propeorial delays. By using Hermite polynomials and collocatiomts, NFDEs and
the given conditions are transformed into matrix equatidnictv corresponds to a system of linear algebraic equatidthsumknown
Hermite coefficients. Hence, by solving this system, thenomkn Hermite coefficients are computed. In addition, sommarical
examples are given and comparisons with other methods ate imarder to demonstrate the validity and applicabilitytef proposed
method.
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1 Introduction

Many problems in mechanical engineering, physics, bigloghyemistry, control theory, fluid mechanics, signal
processing, viscoelasticity, electromagnetism, eletiemistry, thermal engineering and many other physicatgeses
are modeled by ordinary, partial or fractional differehéiguations. Since in many cases to find an exact solutioreskth
equations is difficult, approximate or numerical solutioethods are used [2,3,4,5,6,7,8,9].

The Neutral functional-differential equations (NFDEs})twproportional delays are one of the important classes laf/de
differential equations and these equations arise in mogleli various phenomena in science and engineefid[l, 12,
13,14]. NFDEs have been investigated by many authors and varioal/tical and numerical methods have been
developed, some of which are Legendre-Gauss collocatichad€g15], homotopy perturbation method (HPM}4],
variational iteration method (VIM)1[7], segmented Tau approximatidig, Adams predictor-corrector methoig, 20],
reproducing kernel Hilbert space method(RKHSM]}]| one-leg8-methods 22,23], continuous Runge-Kutta method
(RKTM)[24] and waveform relaxation methodzq].

In this paper, we develop Hermite collocation method to sdie following NFDESs with proportional delays.
n
YU () =A0y0) + 5 By (at) +9(t), t >0 @)
K=0

with the initial conditions _
y(©0)=¢, i=01,2,..,n-1 2)
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whereA (t) andf(t) are given analytical functions, ang, ¢; are appropriate constants with<Og, < 1.

2 Hermite collocation method (HCM)

The main idea of the collocation method is to seek the unkremlutiony(t) in the form of a linear combination of some
basis functions with unknown coefficients. Here, basis fions can be preferred as orthogonal polynomials according
to their particular properties, which make them especialgal for a problem under consideration. In recent yeass, th
various collocation methods have been studied by many eitb@btain solutions of problems arising in different feeld
of science and engineering,27,28,29,30,31,32,33,34,35,36,37,38].

3 Hermite polynomials

The explicit form of well-known Hermite polynomials ofth degree is defined as:

["/2] k
_ Z (71) n—2k

The first few Hermite polynomials are
Ho(t) = 1,H1(t) = 2t,Ha(t) = t? — 1,Ha(t) = t3 — 3t,Ha(t) = t* — 6t + 3.
In practice, the Hermite polynomials can be computed ugiedallowing recurrence relations farc N*.

Hni1(t) = 2tHn(t) — 2nH,_1(t) (4)

H/\(t) = 2nHp_4(t) (5)

whereH(t) = 1 andH4(t) = 2t. If we present the Hermite polynomial as a vector in the form
H(t) = [Ho(t), H(t),--- ,Hn(1)],

then the derivative of thEl (t), using £), can be denoted in the matrix form by

H'()T =MH(®)" (6)
where
H(t) = [Ho(t) Ha(t) -+~ Hn-1(t) Hn(t) ]
H'(t) = [Hy(t) Hi(t) -+~ Hy_1(t) HL(O) ]
[0 o - 0 0 0]
2-1 0 - 0 00
0 2.2 0 00
M= :
0 0 -2 (N.fl) 00
L0 0 0 2:NO] (N+1)x (N+1)

Accordingly, thek-th derivative with respect toof H(t) can be obtained by

H')T =MH®)",= H' () =H(t)MT,
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H"(t) = H'(OMT = H(t)(MT)?,

H”(t) =H'(t)(MT)> = H({t)(MT)°

HO (1) = HED ) (T = Hit) (MT) )

where M is the Hermite operational matrix of derivative.

4 Method for solution

In this section, we use the collocation method based on Heipoiynomial to solve numerically the NFDEs. We suppose
that the solution ofX) can be expanded in Hermite polynomials:

[«

y(t) = > ajHj(t). (8)
JZO iHj
A finite expansion in the firgiN+1)-terms Hermite polynomials is
N
yn(t) = zoajHj(t) =H(t)A (9)
J=

where the Hermite vectdt (t) and the Hermite coefficient vectérare given by

H(t) = [Ho(t) Hi(t) --- Hn(t
)= Holl) Hal) - Hu(t) 10
A = [ao a; - aN]
respectively. From7), thekth derivative ofy(t) can be expressed in the matrix form by

Y () =HO A (12)

By the help of relations?q) and (L1), we get

k

() =HO (MT) A (12)

By substituting §) and (L2)into (1), we get

n

Ht(MT)"A=AOHOA+ S BltH(at)(MT) A+ g(t). (13)

k=0

To find the unknown Hermite coefficient, the collocation getn=1i/N,i = 0,1,2,...,N are putinto {3) and the systems
of the matrix equations are obtained as
n
k
H(t)(MT)"A=A(OHE)A+ S B(t)H (ati) (MT) A+ g(t). (14)
k=0

This system can be rescripted as follows

{Hl(MT)n)\Hl inqu(MT)k}AG (15)
k=
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where
a(to) Alto) © 0 Bc(to) O 0
o g(t2) A= 9 /\(.tl) .0 Be= 0 Bt) - O |
g(tn) 0 6.fA@) 0 6-im@)
Ho(to) Ha(to) - Hn(to) Ho(akto) Hi(akto) -+ Hn(akto)
H Ho(t1) Hi(ta) --- Hn(ta) ’ Ho(akts) Hi(okts) --- Hn(aktz)
1= . s g = . . .

HO(.tN) Hl(.tN) HN.(tN) HO(C.IktN) Hl(c.lktN) HN((;IktN)

Now, the fundemantal matrix equatiobd) corresponding tol) can be written as follows
WA =G or [W;G] (16)

where
W= {Hl(MT)n)\Hl Z)BKqu(MT)k} .
k=

Thus, Q)is transformed into matrix equation which corresponds gystem of (N+1) linear algebraic equations with
unknown Hermite coefficients which can be written in augradmhatrix form

Woo Wo1 -+ WoN ; 9(to)

WG] = W:lO W:11 W:lN ; g(jfo) _ 17

y .

Wio W1 -+ WiN ; 9(to)
Using @) and @L1) att = 0, initial conditions given inZ) can be written in the form of a matrix representation as
H(O)(M)'A=1[c],i=0,1,2,....,n—1. (18)

Thus, the matrix form of%) is:
UiA=[g] or [Ui;c], i=0,1,2,....N—1 (29)

where :
Ui:H(O)(Mt)IZ[uiO Ui ... UiN],i:O,l,z,...,n_l-

Finally, by replacing the last rows of the augmented matti® by the row matrix {9), we reduce 1) under conditions
(2) to the following linear system of algebraic equations

WA=G (20)
where ) )
Wo1  Wo2 -+ Won ; O(to)
Wi Wi win 5 g(to)
V= | Won-io Win—ina - Wonipn s (=) | (21)
Uoo Upz -+ Uon , Qo
uio Uiz un 3 C
| Un-1)0 Un-1)1 Un-1)N 5 Cn-1 |

(© 2016 BISKA Bilisim Technology



=
CMMA 1, No. 3, 22-30 (2016) htmsci.com/cmma BISKA 26

If rankW = rank [W : G] = N+ 1, the linear system2() has a unique solution and the matAxwhich is represented

Hermite coefficients, is determined By= (W) ~*G. On the other hand, if dal/) = 0 andrankW = rank [W : 6] < N+1
, then we may obtain the particular solutions. OtherwisearikW = rank [W : G] , then there is no solution.

5 Numerical examples

In this section, some numerical examples are given to itistthe applicability, accuracy, and effectiveness of the
proposed method. The obtained results denote that thisoohetin be considered as an alternative to the other methods
in the literature in terms of the purpose of solving lineaNEs in general.

Example 1. Firstly, let us consider the following NFDE with proport@delay [L5,17,21,22,23,24,37):

{V’(t) = O+YE) +Y () + 3y (5) P -t+1
(22)
y(0) =y(0) =0.

By applying the present method to obtain the approximatgtisoiyy (t) for N = 3, we seek the approximate solution in

the form
3

y3(t) = ) ajH;(t (23)
3(t) JZOJ i

whereA (t) = 3/4,Bo(t) = B1(t) = 1, Ba(t) = 1/2,00 = g1 = g2 = 1/2,9(t) = —t? — t 4 1. Using the collocation points
for N=3, which are calculated g% = 0,t; = 1/3,t, = 2/3,t3 = 1}, and using 15) the matrix equation of the2) is

2 2
{Hl(MT) — AH1— BoHy 2 — BiHi /o MT — BoHy p (MT) }AZ G (24)
where
34 0 0 0 1000 /2 0 0 O 0200
| 034 0 o0 __ _|o100/ , | 012 0 O + |0040
A=10 o 34 0 Po=Pi=19010[P=| 0 0 12 0 M =10006|"
0 0 0 34 0001 0 0 0 Y2 0000
10 -2 0 10 -2 0
bo_ |12/3 -14/9 —100/27 |  _ [11/3 ~17/9 -53/27
Y7 1143 —2/9 —152/27 | Y27 | 12/3 —14/9 —100/27
12 2 —4 11 -1 -5

The augmented matrix fop) is

~7/4 -2 152 12 ; 1

wig) | ~7/4 ~17/6 10318 75§27 ; §/9
' ~7/4 —11/3 55/18 111427 ;-1/9
~7/4 —9/2 -1/2 50 ; -1

From (19), the matrix forms for initial conditions are

Upicg)=[1 0 —2 0], [Ug;ca]=1[0 2 0 —12.
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From systemZ1), the new augmented matrix can be obtained as follows

~7/4 -2 152 12 ; 1
~7/4 —17/6 103/18 75827 ;5/9
1 0 -2 0 ;0
0 2 0 -12 ;0

[W;G] =

Solving this system, the unknown Hermite coefficients veistéound as

1 1 77
A=|= - .
20309
Hence, the solution oP@) for N=3 is obtainedys(t) = t?> which is the exact solution.

Example 2. Now, let us consider the NFDE with proportional deldg[17,21]

{yayz—w0+0wm80+aama&y+msz—aae0&+et 5)

y(0)=0

whereA (t) = —1, Bo(t) = 0.1, B1(t) = 0.5, go = g1 = 0.8,g(t) = (0.32t — 0.5)e %8 &', From (L5), the matrix equation
of the 25) is
{HiMT —AH; — BoHos — BiHosM™ } A=G. (26)

By applying the HCM for different values of N=3 and N=5, we abtthe approximate solutions. Fitj.shows exact
solution and the approximate solutions for N=3 and N=5 amapared. Also, in Tablel, the absolute error functions
En(t) = |y(t) —yn(t)| at the selected points of the given interval are compareu etfier methods.

x10
0'87"”f’”'”'”].'”'f"”"'""”!”""”""'—\ 8 T T T | T | J
07 Yoaar | Lo b L T
—e—y : : : : : —e—E, :
06 f —e—y | e L T N
5 s
5 : : :
5 : : :
o 4 1
s : . :
o N . .
2 : : :
= .
® 3. O s S S, DU A
2l |
1L - ]
01 ; ; i ; ; ; i ; ; P A S P L
0 0.2 04 0.8 0.8 1 1.2 14 18 18 2 0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 0.9

t t

Fig. 1: First figure shows that comparison of exact and the appraeis@utions for N=3 and N=5. Second figure shows
that the absolute error functiois(t) for N=5 and N=9.

Example 3. Let us consider the NFDE with proportional deldy[21]

(1007 (4) 7'+ 57" (1) -
y(0) =y (0) =y"(0) =0.
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Table 1: Comparison of the absolute errors corresponding to diftareethods for25).

HCM One-leg
f for RKHSM 6 method RKTM VIM

N=5 [21] [22.23 [24] [17]
0.2 1.28e-6 1.17e-4 1.45e-2 1.49e-3 2.14e-3
0.4 3.44e-6 7.59e-4 3.60e-2 2.16e-3 2.84e-3
0.6 2.4le-5 4.73e-4 5.03e-2 2.31e-3 2.67e-3
0.8 1.17e-5 2.75e-4 547e-2 2.17e-3 2.04e-3
1.0 1.14e-5 1.43e-4 5.03e-2 1.86e-3 1.22e-3.

Using (15), the matrix equation of the{) is
3 2 3
{Hl(MT) _AHl_BlHl/Z MT —B2H1/3 (MT) _B3Hl/4 (MT) }A:G (28)

whereA(t) = 1, Bo(t) =0, Bu(t) = 1, Bo(t) = 1, Bs(t) = 1/2,00 = 1/2,02 = 1/3,g3 = 1/4,9(t) = 0. By applying the
HCM for N=4, the new augmented matrix i#%) can be obtained as follows

-1 -2 -6 36 84 ; 0

~1-5/2 —29/4 69/2 871148 ; 3959768
WG =1 0o -2 0 2 ; 0

o 2 0 -12 0 ; ©

o 0 8 0 -9% ; 0

Solving this system, the unknown Hermite coefficients veisto

3 3 117

Therefore, the solution o2() for N=4 is obtained(t) = t* which is the exact solution.

Example 4. Finaly, let us consider the NFDE with variable coefficieBfisp2):

V/(t) = Y (0.5t) — 0.5ty” (0.5¢) + 2
{y<0> —1y(0)=0 (29)

From (15), the matrix equation of the2f) is:
T\2 T\2
{Hl(M )" —BiHos — B2Hos(M") }A: G (30)

wheref;(t) =1, B2(t) = 0.5t, g1 = g2 = 0.5, g(t) = 2. By applying the HCM for N=3, the new augmented matrixa)(
can be obtained as follows:

[W; G} —

Solving this system, the unknown Hermite coefficients veisto

3 1 17
a[2otd

Hence, the solution oPQ) for N=3 is obtained(t) = t2 + 1 which is the exact solution.

(© 2016 BISKA Bilisim Technology
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6 Conclusion

The fundamental aim of this paper is to improve the Hermitlcation method (HCM) to numerically solve the NFDEs
with proportional delays. The comparison of the resultsxghiinat this approach can solve the NFDEs effectively argd thi
method is consistent with the existing results in the liiema The validity and accuracy of this method is based on the
assumption that it converges by increasing the number tfeation points. We conclude that the HCM can be considered
as an accurate and reliable method for NFDEs with propcatidelays.
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