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Abstract: We consider a linear diffusion equation with a nonlocal boundary condition. We attempt to recover the boundary condition
and the solution of diffusion equation for a problem by making use of an over-determination condition of integral type. Explicit solutions
for these unknowns are derived by employing Fourier method.We obtain sufficient conditions for the existence and uniqueness of the
solution and determination of boundary condition.

Keywords: Determination of boundary function, diffusion equation, inverse problem.

1 Introduction

Inverse problems have an important role in mathematics, physics, geophysics, medical imaging, astronomy and
engineering. To find the unknown coefficient function, source function, initial and boundary conditions, some analytical
methods and numerical methods are studied [15,10,14,6,5,9,11,22,23,16,17,4,3,20,21,1].

In this article, we are concerned with the linear diffusion equation

ut(x, t)−uxx(x, t) = 0, (x, t) ∈ DT (1)

with initial and non-local boundary conditions

u(x,0) = ϕ(x), x∈ (0,1) (2)

u(0, t) = u(1, t), ux(1, t) = g(t), t ∈ (0,T) (3)

whereDT = (0,1)× (0,T].

The inverse problem consists of the determination of boundary function g(t) and the solutionu(x, t) from the initial
condition under the over-determination condition

∫ 1

0
u(x, t)dx= k(t). (4)

It’s well known that the equation (1) is used to explain various physical phenomenon. Moreover,non-local boundary
conditions arise from many applications in science, see in [7,8,2,18].
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The solution of inverse problem is a pair of functions{u(x, t),g(t)} where

u(., t) ∈C2[(0,1),R] g(t) ∈C4[[0,T],R].

We first define a new functionv(x, t) to make non-local boundary conditions equal to zero and we form corresponding
boundary value problems.

Since we use the Fourier method, i.e. separation of variables, we have to consider the spectral problem. If the
boundary-value problem consists of non-self adjoint operator, eigenvectors of the spectral problem are not complete in
the spaceL2(0,1). By adding the associated eigenvectors we make the set of eigenvectors complete inL2(0,1).
Moreover, we obtain another complete set of eigenvectors for the adjoint problem. These sets form a biorthogonal
system for the spaceL2(0,1) and by using the biorthogonal system we expand the unknown functions into series to solve
the inverse problem. By using the biorthogonal system, the inverse problem of determining unknown functions has been
already considered in the literature, see for example [12,13,19].

In section 2, we transform the inverse problem (1-3) into another inverse problem by using convenient functions and we
prove the existence and uniqueness of its solution. In section 3, we give an example to illustrate this study.

2 Existence and uniqueness of the solution for the inverse problem

Let us first consider the following inverse problem:

wt(x, t)−wxx(x, t) = F(x, t) (x, t) ∈ DT (5)

w(x,0) = ψ(x) x∈ (0,1) (6)

w(0, t) = w(1, t) wx(1, t) = 0 t ∈ (0,T) (7)

wherew∈C2[(0,1),R] andF ∈C4[DT ,R] are unknown which will be determined under the over-determination condition

∫ 1

0
w(x, t)dx= k(t).

For this problem, we have the following non-selfadjoint spectral problem

X′′ =−λX X ∈ (0,1)

X(0) = X(1) X′(1) = 0

which has the adjoint problem:

Y′′ =−λY Y∈ (0,1)

Y′(0) =Y′(1) Y(0) = 0 .

The sets of functions
S= {2,{4cos(2πnx)}∞

n=1,{4(1− x)sin(2πnx)}∞
n=1} (8)

and
S̃= {x,{xcos(2πnx)}∞

n=1,{sin(2πnx)}∞
n=1} (9)
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are obtained as the solutions of spectral problem and its adjoint problem respectively. The sets of functions (8) and (9)
are complete inL2(0,1) and each of them forms a Riesz basis inL2(0,1). Furthermore, the sets of functions (8) and (9)
constitute a biorthogonal system [19].

In this method, the solvability of the inverse problem is based on the expansion of the solutionu(x, t) by employing the
biorthogonal system of functions obtained from the spectral problem and its adjoint problem.

Theorem 1. Suppose that the following conditions hold.

(1) ψ ∈C4([0,1]), ψ(1) = ψ(0), ψ ′(1) = 0, ψ ′′(1) = ψ ′′(0), ψ ′′′(1) = 0.
(2) F ∈C4([DT ,R]), F(0, t) = F(1, t), Fx(1, t) = 0, Fxx(0, t) = Fxx(1, t),

Fxxx(1, t) = 0,
∫ 1

0 F(x, t)dx 6= 0 and

0<
1
M

<

∣∣∣∣
∫ 1

0
F(x, t)dx

∣∣∣∣

(3) k ∈ AC([0,T]), and k(t) satisfies the consistency condition
∫ 1

0 ψ(x)dx= k(0), then the inverse problem (5-7) has a
unique solution.

Proof.See in [19].

We give a new theorem for the existence and uniqueness of the solution of the inverse problem (1-3). In this theorem, we
define a new function to construct a relation between the system (1-3) and the system (5-7).

Theorem 2. Let ϕ ∈C4([0,1]) and k∈ AC([0,T]) be such that

ϕ(1) = ϕ(0),ϕ ′(1) = g(0),ϕ ′′(1) = ϕ ′′(0),ϕ ′′′(1) = g′(0),ϕv(1) = g′′(0),
∫ 1

0
ϕ(x)dx= k(0). (10)

Then u(., t) ∈C2([0,1]) and g(t) ∈C4([0,T]) form the unique classical solution and boundary of (1-3), respectively.

Proof.Let us define the following function,

v(x, t) = u(x, t)−g(t)r(x)−g′(t)s(x)−g′′(t)a(x) (11)

wherer(x) = x(x−1), s(x) = 1
12x2(x−1)2 anda(x) = 1

720x2(x−1)2(2x2−2x−1).

The problem (1-3) is rewritten in terms ofv(x, t) as follows,

vt(x, t)− vxx(x, t) = 2g(t)+
1
6

g′(t)−
1

360
g′′(t)−g′′′(t)a(x) (12)

v(x,0) = ϕ(x)−ϕ ′(1)a(x)−ϕ ′′′(1)s(x)−ϕv(1)a(x) (13)

v(0, t) = v(1, t) (14)

vx(1, t) = 0 (15)

It is clearly shown that

F̃(x, t) = 2g(t)+
1
6

g′(t)−
1

360
g′′(t)−g′′′(t)a(x)

and
ψ̃(x) = ϕ(x)−g(0)a(x)−g′(0)s(x)−g′′(0)a(x)

satisfy the conditions (1), (2) and (3). Thus the inverse problem has a unique solution{v(x, t), F̃(x, t)} based on Theorem
1.
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As a second step, we show that if the inverse problem (12-15) has a unique solution{v(x, t), F̃(x, t)}, then the inverse
problem (1-3) under the over-determination condition (4) has a unique solution{u(x, t),g(t)}.

We first write the series expansion of solution of problemv(x, t) and the right hand side functioñF(x, t) in the basis (8)

v(x, t) = 2V0(t)+4
∞

∑
n=1

Vn(t)cos(2πnx)+4
∞

∑
n=1

Ṽn(t)(1− x)sin(2πnx) (16)

F̃(x, t) = 2 f0(t)+4
∞

∑
n=1

fn(t)cos(2πnx)+4
∞

∑
n=1

f̃n(t)(1− x)sin(2πnx)

whereV0(t), Vn(t), Ṽn(t), f0(t), fn(t) and f̃n(t) are unknown functions. By using the biorthogonality of setsSandS̃, we
obtain the unknown functionsf0(t), fn(t) and f̃n(t) as follows:

f0(t) =
∫ 1

0
F̃(x, t)xdx= g(t)−

g′(t)
12

−
g′′(t)
720

−
g′′′(t)
30240

fn(t) =
∫ 1

0
F̃(x, t)xcos(2πnx)dx=−

g′′′(t)
(2πn)6

f̃n(t) =
∫ 1

0
F̃(x, t)sin(2πnx)dx= 0

where( f ,g) =
∫ 1

0 f (x)g(x)dx is the scalar product inL2(0,1). In addition, we have derivatives ofv(x, t) as follows:

vt(x, t) = 2V′
0(t)+4

∞

∑
n=1

V ′
n(t)cos(2πnx)+4

∞

∑
n=1

Ṽ ′
n(t)(1− x)sin(2πnx)

vxx(x, t) =−4π
∞

∑
n=1

[πn2Vn(t)+nṼn(t)]4cos(2πnx)−4π2
∞

∑
n=1

n2Ṽn(t)4(1− x)sin(2πnx).

Hence, using properties of the biorthogonal system, the following ordinary differential equations are obtained as follows.

V ′
0(t) = g(t)−

g′(t)
12

−
g′′(t)
720

−
g′′′(t)
30240

(17)

V ′
n(t)+4π2n2Vn(t)+4πnṼn(t) =−

g′′′(t)
(2πn)6 (18)

Ṽ ′
n(t)+4π2n2Ṽn(t) = 0. (19)

From initial condition (13), we have the following initial conditions of the ordinary differential equations respectively.

V0(0) = ϕ0+
ϕ ′(1)

12
−

ϕ ′′′(1)
720

+
ϕv(1)
30240

(20)

Vn(0) = ϕn−
ϕ ′(1)
4π2n2 +

3ϕ ′′′(1)
4π4n4 −

45ϕv(1)
4π6n6 (21)

Ṽn(0) = ϕ̃n. (22)

whereϕ0,ϕn andϕ̃n are the coefficients of the series expansion of initial condition ϕ(x) in the basis (8).
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The solution of ordinary differential equation (19) with initial condition (22) is obtained as

Ṽn(t) = ϕ̃ne−4π2n2t . (23)

Moreover, the over-determination condition (4) and definition (11) leads to the following condition

∫ 1

0
v(x, t)dx= k(t)+

1
6

g(t)−
1

360
g′(t)+

1
15120

g′′(t).

We obtain unknown functiong(t) by using equation (12) as follows:

∫ 1

0
(F̃(x, t)+ vxx(x, t))dx= k′(t)+

1
6

g′(t)−
1

360
g′′(t)+

1
15120

g′′′(t) (24)

2g(t)+
1
6

g′(t)−
1

360
g′′(t)+

1
15120

g′′′(t)+ vx(1, t)− vx(0, t) = k′(t)+
1
6

g′(t)−
1

360
g′′(t)+

1
15120

g′′′(t) (25)

g(t) =
1
2
(k′(t)+ vx(0, t))

g(t) =
1
2

k′(t)+4π
∞

∑
n=1

ϕ̃nne−4π2n2t (26)

where the series∑∞
n=1 ϕ̃nne−4π2n2t is uniformly convergent by Weierstrass-M test.

Moreover, the solution of ordinary differential equation (17) is obtained as follows,

V0(t) =
∫ t

0
P(ξ )dξ +V0(0) (27)

whereP(t) = g(t)− g′(t)
12 − g′′(t)

720 − g′′′(t)
30240. These results allow us to rewrite the ordinary differential equation (18) as follows:

V ′
n(t)+4π2n2Vn(t) = Rn(t)

whereRn(t) =−4πnϕ̃ne−4π2n2t − g′′′(t)
(2πn)6

which has the solution

Vn(t) = e−4π2n2t(Vn(0)+
∫ t

0
e4π2n2ξ Rn(ξ )dξ ). (28)

Consequently, from definition (11), the inverse problem (1-3) has a unique solution{u(x, t),g(t)}.

3 Examples

Let’s consider the inverse problem of determining unknown functionsg(t) and u(x, t) in (1- 3) with initial condition
ϕ(x) = sin(2πx), under over-determinationk(t) =

∫ 1
0 u(x, t)dx= 0. The coefficients of the series expansion of initial

conditionϕ(x) in the basis (8) are determined as follows.

ϕ0 =

∫ 1

0
sin(2πx)xdx=−

1
2π

ϕn =

∫ 1

0
sin(2πx)xcos(2πnx)dx=

1−n2

2π(n4−n2+1)

ϕ̃n =

∫ 1

0
sin(2πx)sin(2πnx)dx=

{
1
2, n= 1
0, n≥ 2
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Thus unknown functiong(t) is obtained from equation (26) as follows:

g(t) = 2πe−4π2t
.

The components of the series expansion ofv(x, t) are obtained from equations (23), (27) and (28) as follows:

V0 =
−2π6+21π4−315π2−945

1890πe4π2t
+

π
3

Vn =





−733
2π e−4π2t , n= 1

e−4π2n2t [ 1−n2

2π(n4−n2+1)
− 1

2πn2 −
6

πn4 −
360
πn6 +

2π
n6 (

e4π2n2t

4π2n2e4π2t−4π2e4π2t
− 1

4π2n2 )], n≥ 2

Ṽn =

{
1
2e−4π2t , n= 1
0, n≥ 2

Thus from equation (16), we have following the series expansion

v(x, t) =
−2π6+21π4−315π2−945

945πe4π2t
+

2π
3

−
1466

π
e−4π2t cos(2πx)+2e−4π2t(1− x)sin(2πx)+4

∞

∑
n=2

Vncos(2πnx)

and the unknown functionu(x, t) is obtained from definition (11) as follows:

u(x, t) = v(x, t)+2πe−4π2t(x2− x)(1−
1
3

π2x(x−1)+
1
45

x(x−1)(2x2−2x−1))

After some arrangements, we obtain the solutionu(x, t) as follows:

u(x, t) = e−4π2t sin(2πx).

Conclusion

The system (1-3) can be transform to the system (5-7) by equation (11) easily. It is shown that, the system constructed by
the equation (11) satisfies the conditions(A1), (A2), (A3) if the system (5-7) satisfies the conditions (10). Thus, we
determine the pair of functions{g(t),u(x, t)}, i.e.,the boundary condition and the solution of diffusionequation by
employing Fourier method under an over-determination condition of integral type. As we proved in theorem 2, this
inverse problem has a unique solution and the solutions are obtained explicitly by using the biorthogonal systems which
are obtained from non-selfadjoint spectral problem.

In the future, we plan to apply this method to various inverseproblems.

References

[1] D. Mantzavinos, A.S. Fokas, The unified method for the heat equation: I. non-separable boundary conditions and non-local

constraints in one dimension, Euro. J. Appl. Math. 24, (2013), 857–886.

[2] E. K. Lenzi, H. V. Ribeiro, J. Martins, M. K. Lenzi, G. G. Lenzi, S. Specchia; Non-Markovian diffusion equation and diffusion in

a porous catalyst, Chemical Engineering Journal 172, (2011), 1083–1087.

[3] G. Freiling, V.A. Yurko, Inverse problems for Sturm–Liouville differential operators with a constant delay, Appl.Math. Lett. 25,

(2012),1999–2004.
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