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Abstract: We consider a linear diffusion equation with a nonlocal ltany condition. We attempt to recover the boundary condlitio
and the solution of diffusion equation for a problem by makise of an over-determination condition of integral typeplE€it solutions
for these unknowns are derived by employing Fourier metk¢elobtain sufficient conditions for the existence and unmgsgs of the
solution and determination of boundary condition.
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1 Introduction

Inverse problems have an important role in mathematicssipby geophysics, medical imaging, astronomy and
engineering. To find the unknown coefficient function, seutmction, initial and boundary conditions, some anahjtic
methods and numerical methods are studiegi]0,14,6,5,9,11,22,23,16,17,4,3,20,21,1].

In this article, we are concerned with the linear diffusiguation
U (X,t) —uxx(X,t) =0, (xt) €Dy (D)
with initial and non-local boundary conditions

u(x,0)=¢(x), xe(0,1) 2)
U(O ) = (1 t) uX(lﬂt) = g(t)v te (OﬂT) (3

whereDt = (0,1) x (O, T].

The inverse problem consists of the determination of bognélenction g(t) and the solutioru(x,t) from the initial
condition under the over-determination condition

/Olu(x,t)dx: K(t). 4)

It's well known that the equationl] is used to explain various physical phenomenon. Moreawan;local boundary
conditions arise from many applications in science, se&,i8 2,18].
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The solution of inverse problem is a pair of functichngx,t),g(t) } where
u(.t) €C?(0,1).R]  g(t) € C*[[0,T).R].

We first define a new function(x,t) to make non-local boundary conditions equal to zero and wa fmrresponding
boundary value problems.

Since we use the Fourier method, i.e. separation of vadahle have to consider the spectral problem. If the
boundary-value problem consists of non-self adjoint ojper@igenvectors of the spectral problem are not compiete i
the spacel?(0,1). By adding the associated eigenvectors we make the set efinaigtors complete ih?(0,1).
Moreover, we obtain another complete set of eigenvectarshie adjoint problem. These sets form a biorthogonal
system for the spade?(0,1) and by using the biorthogonal system we expand the unknomgtifins into series to solve
the inverse problem. By using the biorthogonal system,rlierse problem of determining unknown functions has been
already considered in the literature, see for examii?el[3, 19].

In section 2, we transform the inverse problel¥8] into another inverse problem by using convenient functiand we
prove the existence and uniqueness of its solution. Inae8tiwe give an example to illustrate this study.

2 Existence and uniqueness of the solution for the inver se problem

Let us first consider the following inverse problem:

W (X, 1) —wWyx(X,t) = F(x,t)  (x,t) € Dt (5)
w(x,0)=(x) xe(0,1) (6)
w(0,t) =w(1,t) wy(L,t)=0 te(0,T) @

wherew € C?[(0,1),R] andF € C*|Dt,R] are unknown which will be determined under the over-deteation condition

/Olw(x,t)dx: K(t).
For this problem, we have the following non-selfadjointctp@ problem
X"=-AX Xe(0,1)
X(0)=X(1) X'(1)=0
which has the adjoint problem:

Y'=—AY Ye(0,1)
Y'(0)=Y'(1) Y(0)=0 .

The sets of functions
S={2,{4cog2mx)};_1, {4(1—x)sin(2rmx) };_1 } (8)

and
S= {x, {xcog2mx)}p_, {sin(2rmx) }r_y} 9)
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are obtained as the solutions of spectral problem and itsrdadjroblem respectively. The sets of functioB% &nd Q)
are complete in2(0,1) and each of them forms a Riesz basis #t0,1). Furthermore, the sets of functior§) @nd Q)
constitute a biorthogonal systerhd].

In this method, the solvability of the inverse problem isdzaen the expansion of the solutiafx,t) by employing the
biorthogonal system of functions obtained from the spépn@blem and its adjoint problem.

Theorem 1. Suppose that the following conditions hold.

(1) w eCX([0,1]), Y(1) = Y(0), ¥'(1) =0, ¢"(1) = ¢"(0), ¢ (1) =
(2) F eC¥([Dr, ]) F(0,t) = F(L,t), R(L,t) = 0, (0, t) = Fu(1, )
Fex(1,t) =0, fo (x,t)dx+# 0 and

1 1 d
0<M<‘/O F(x,t)dx

(3) ke AC(]0,T]), and Kt) satisfies the consistency conditigﬁ'lw(x)dx: k(0), then the inverse problen3{7) has a
unigue solution.

Proof.See in [L9).

We give a new theorem for the existence and uniqueness oblhos of the inverse probleni{3). In this theorem, we
define a new function to construct a relation between theery$l-3) and the systenb(7).

Theorem 2. Let¢ € C*([0,1]) and ke AC([0, T]) be such that

$(1)=¢(0).¢'(1) =9(0),9"(1) = $"(0),¢" (1) =¢'(0).4"(1) = 9”(0)7/01¢(X)d><: k(0). (10)

Then (.,t) € C2([0,1]) and g't) € C*([0, T]) form the unique classical solution and boundary B}, respectively.

Proof. Let us define the following function,

v(x.t) = u(x.t) —g(t)r(x) — g'(t)s(x) —g"(t)a(x) (11)
wherer (X) = X(X— 1), S(X) = £x?(x— 1)? anda(X) = -5x®(x — 1)%(2x2 — 2x— 1).

The problem {-3) is rewritten in terms of(x,t) as follows,

WO0t) — Vi t) = 20(0) + 20 1) — 550 (1) — g (1)ax) (12
V(x.0) = 8() — ¢'(1)alx) — 4" (1)s(x) - $"(1)alx) (13
v(0,t) = v(1,t) (14)
w(l,t)=0 (15)

Itis clearly shown that 1 L

F(xt) =29(t) + £'(1) — 5550"(1) — 9" (D)a(x)
and

P(x) = d(x) —g(0)a(x) —d'(0)s(x) — g"(0)a(x)

satisfy the conditions (1), (2) and (3). Thus the inversdfm has a unique soluticfv(x,t),F(x,t)} based on Theorem
1.
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As a second step, we show that if the inverse probl&gal) has a unique solutiofiv(x,t),F (x,t)}, then the inverse
problem (-3) under the over-determination conditiot) bas a unique solutiofu(xt),g(t)}.

We first write the series expansion of solution of problgmt) and the right hand side functidf(x,t) in the basis §)

v(x,t) = 2Vp(t) +4ZVn ) cog2rmXx) +4zvn )(1—x)sin(2rmx) (16)

F(x,t) = 2fo(t) +4an ) oS 21mX) +4an )(1—x) sin(2rmx)

whereVo(t), Va(t), Va(t), fo(t), fa(t) and f(t) are unknown functions. By using the biorthogonality of @&dS, we
obtain the unknown functionf(t), fa(t) andf,(t) as follows:

. , 1 1"
e R (OB ORI {0!
_ /O FOcOxdx=9(t) — 55"~ =50 ~ 35520

— /Ol F(x,t)xcog2mmx)dx= — (%I;ITE;[))G

— /Olﬁ(x,t)sin(Zrmx)dx: 0
where(f,g) = f§ f(x)g(x)dxis the scalar product ib?(0,1). In addition, we have derivatives ufx,t) as follows:
V(X t) = 2V4(t) + 4 z V/(t) cog2mmy) + 4 i V) (t)(1—x) sin(2rmx)
Vix(X, 1) = —47'[2 T2V (t) + NVi(t)]4 cog2rmx) — 41 z N2V (t)4(1— X) sin(2rmx).

Hence, using properties of the biorthogonal system, tHeviihg ordinary differential equations are obtained asofws.

Vi) = glt) — gt o'ty d"(v

12 720 30240 (17)
VI (t) + 4T2n2Vn(t) + 4rmin(t) = — (gn:;G (18)
Vi(t) + 412nVp(t) = 0. (19)

From initial condition {3), we have the following initial conditions of the ordinariffdrential equations respectively.

¢'(1) ¢"(1)  ¢Y(1)
12 +

Vo(0) = go+ 720 ' 30240 (20)
(1) 3¢"(1) 456Y(1

n(0) = ¢n— :11’7'r(2n)2 fn4£14) B 4;4')16:16) (1)

Va(0) = $n. (22)

wheredo, ¢, and@,, are the coefficients of the series expansion of initial ctodip (x) in the basis §).
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The solution of ordinary differential equatiohd) with initial condition 22) is obtained as
Va(t) = fre 7, (23)
Moreover, the over-determination conditiot) &nd definition {1) leads to the following condition

/1"()‘ Hdx= k() + 29(t) — =e-0 (1) + =g (1)
o T 6 360 15120°

We obtain unknown functiog(t) by using equationl(2) as follows:
1 / 1 ! 1 /" 1 /"
[ FoD +valx 0)dx=K () + 30 (0) - 5558' 0 + 50 @4)
_ 1, 1 7 o 1/ 1— / 7i /" 1 "

glt) = 5 (K() +%(0.)

29(t) + ¢g 1)

g(t) = %k’ (t)+ 4n§ ane 4t (26)
n=1

where the serie§,_; (ﬁnne*"'"zn2t is uniformly convergent by Weierstrass-M test.

Moreover, the solution of ordinary differential equatidiY)is obtained as follows,

Vot) = [ P(E)ME+16(0 @

whereP(t) =g(t) — % — g;/—z(to) — gggz)o These results allow us to rewrite the ordinary differdrtpuation (8) as follows:
V() + 41n2Vp(t) = Ry(t)

whereR,(t) = 747'm$ne*4”2”2t - % which has the solution

V(1) = e~ 4P\ (0) + /O g Rn(&)dE). (28)

Consequently, from definitiorl(), the inverse problenil{3) has a unique solutiofu(x,t),g(t)}.

3 Examples

Let's consider the inverse problem of determining unknownctionsg(t) andu(x,t) in (1- 3) with initial condition
¢ (x) = sin(2rx), under over-determinatiok(t) = [3u(x,t)dx = 0. The coefficients of the series expansion of initial
condition¢ (x) in the basis§) are determined as follows.

1 q 1
¢o:/0 sin(2mx)x X=—o

1 1-n?

b0 = [ sin(2mgxcos 2= oo
1 1 n=1

Sy —
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Thus unknown functiog(t) is obtained from equatior26) as follows:
g(t) = 2me 4™,
The components of the series expansion(gft) are obtained from equation23), (27) and @8) as follows:

_ —2mP4+21n*-315°-945 1

Vo= +
1890mett 3
—733 -4t _
v — € , , n=1
n= ef4n2n2t[ 1-n? _ 1, _ 6 _ 360 om At 1, n>2
2n(n—n?+1)  2m?2  mm* b T b\ gn2eAr?t _gqpRedr?t 422 /D =

~ 14t —
v, = 5€ , h=1
0 n>2

Thus from equation(), we have following the series expansion

—2m8+21m* — 3152 — 945+ 2m
945metTt 3

14 . hd
V(x,t) = #e"""zt cog(2mx) + 26~ 4™ (1 — X) sin(27x) + 4 ;Vn cog2rmx)
n=

and the unknown function(x,t) is obtained from definition1(1) as follows:
—ATt (2 1 1 2
u(x,t) = v(x,t) +2me 4"t (x% — x)(1 - :—))nzx(x— 1)+ pX(x= (¢ —2x-1))
After some arrangements, we obtain the solutignt) as follows:

u(x,t) = e 4t sin(2mx).

Conclusion

The system1-3) can be transform to the systeB{) by equation {1) easily. It is shown that, the system constructed by
the equation 1) satisfies the conditionfAl), (A2), (A3) if the system §-7) satisfies the conditionsl(). Thus, we
determine the pair of function&g(t),u(x,t)}, i.e.,the boundary condition and the solution of diffusiequation by
employing Fourier method under an over-determination gmmdof integral type. As we proved in theorem 2, this
inverse problem has a unique solution and the solutionslaegred explicitly by using the biorthogonal systems which
are obtained from non-selfadjoint spectral problem.

In the future, we plan to apply this method to various invgnsilems.
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