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#### Abstract

We consider a linear diffusion equation with a nonlocal boundary condition. We attempt to recover the boundary condition and the solution of diffusion equation for a problem by making use of an over-determination condition of integral type. Explicit solutions for these unknowns are derived by employing Fourier method. We obtain sufficient conditions for the existence and uniqueness of the solution and determination of boundary condition.


Keywords: Determination of boundary function, diffusion equation, inverse problem.

## 1 Introduction

Inverse problems have an important role in mathematics, physics, geophysics, medical imaging, astronomy and engineering. To find the unknown coefficient function, source function, initial and boundary conditions, some analytical methods and numerical methods are studied $[15,10,14,6,5,9,11,22,23,16,17,4,3,20,21,1]$.

In this article, we are concerned with the linear diffusion equation

$$
\begin{equation*}
u_{t}(x, t)-u_{x x}(x, t)=0, \quad(x, t) \in D_{T} \tag{1}
\end{equation*}
$$

with initial and non-local boundary conditions

$$
\begin{align*}
& u(x, 0)=\varphi(x), \quad x \in(0,1)  \tag{2}\\
& u(0, t)=u(1, t), \quad u_{x}(1, t)=g(t), \quad t \in(0, T) \tag{3}
\end{align*}
$$

where $D_{T}=(0,1) \times(0, T]$.

The inverse problem consists of the determination of boundary function $g(t)$ and the solution $u(x, t)$ from the initial condition under the over-determination condition

$$
\begin{equation*}
\int_{0}^{1} u(x, t) d x=k(t) . \tag{4}
\end{equation*}
$$

It's well known that the equation (1) is used to explain various physical phenomenon. Moreover, non-local boundary conditions arise from many applications in science, see in [7, 8, 2, 18].

The solution of inverse problem is a pair of functions $\{u(x, t), g(t)\}$ where

$$
u(., t) \in C^{2}[(0,1), \mathbb{R}] \quad g(t) \in C^{4}[[0, T], \mathbb{R}]
$$

We first define a new function $v(x, t)$ to make non-local boundary conditions equal to zero and we form corresponding boundary value problems.

Since we use the Fourier method, i.e. separation of variables, we have to consider the spectral problem. If the boundary-value problem consists of non-self adjoint operator, eigenvectors of the spectral problem are not complete in the space $L^{2}(0,1)$. By adding the associated eigenvectors we make the set of eigenvectors complete in $L^{2}(0,1)$. Moreover, we obtain another complete set of eigenvectors for the adjoint problem. These sets form a biorthogonal system for the space $L^{2}(0,1)$ and by using the biorthogonal system we expand the unknown functions into series to solve the inverse problem. By using the biorthogonal system, the inverse problem of determining unknown functions has been already considered in the literature, see for example [12,13,19].

In section 2, we transform the inverse problem (1-3) into another inverse problem by using convenient functions and we prove the existence and uniqueness of its solution. In section 3, we give an example to illustrate this study.

## 2 Existence and uniqueness of the solution for the inverse problem

Let us first consider the following inverse problem:

$$
\begin{align*}
& w_{t}(x, t)-w_{x x}(x, t)=F(x, t) \quad(x, t) \in D_{T}  \tag{5}\\
& w(x, 0)=\psi(x) \quad x \in(0,1)  \tag{6}\\
& w(0, t)=w(1, t) \quad w_{x}(1, t)=0 \quad t \in(0, T) \tag{7}
\end{align*}
$$

where $w \in C^{2}[(0,1), \mathbb{R}]$ and $F \in C^{4}\left[D_{T}, \mathbb{R}\right]$ are unknown which will be determined under the over-determination condition

$$
\int_{0}^{1} w(x, t) d x=k(t)
$$

For this problem, we have the following non-selfadjoint spectral problem

$$
\begin{aligned}
& X^{\prime \prime}=-\lambda X \quad X \in(0,1) \\
& X(0)=X(1) \quad X^{\prime}(1)=0
\end{aligned}
$$

which has the adjoint problem:

$$
\begin{aligned}
& Y^{\prime \prime}=-\lambda Y \quad Y \in(0,1) \\
& Y^{\prime}(0)=Y^{\prime}(1) \quad Y(0)=0
\end{aligned}
$$

The sets of functions

$$
\begin{equation*}
S=\left\{2,\{4 \cos (2 \pi n x)\}_{n=1}^{\infty},\{4(1-x) \sin (2 \pi n x)\}_{n=1}^{\infty}\right\} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{S}=\left\{x,\{x \cos (2 \pi n x)\}_{n=1}^{\infty},\{\sin (2 \pi n x)\}_{n=1}^{\infty}\right\} \tag{9}
\end{equation*}
$$

are obtained as the solutions of spectral problem and its adjoint problem respectively. The sets of functions (8) and (9) are complete in $L_{2}(0,1)$ and each of them forms a Riesz basis in $L_{2}(0,1)$. Furthermore, the sets of functions (8) and (9) constitute a biorthogonal system [19].

In this method, the solvability of the inverse problem is based on the expansion of the solution $u(x, t)$ by employing the biorthogonal system of functions obtained from the spectral problem and its adjoint problem.

Theorem 1. Suppose that the following conditions hold.
(1) $\psi \in C^{4}([0,1]), \psi(1)=\psi(0), \psi^{\prime}(1)=0, \psi^{\prime \prime}(1)=\psi^{\prime \prime}(0), \psi^{\prime \prime \prime}(1)=0$.
(2) $F \in C^{4}\left(\left[D_{T}, \mathbb{R}\right]\right), F(0, t)=F(1, t), F_{x}(1, t)=0, F_{x x}(0, t)=F_{x x}(1, t)$, $F_{x x x}(1, t)=0, \int_{0}^{1} F(x, t) d x \neq 0$ and

$$
0<\frac{1}{M}<\left|\int_{0}^{1} F(x, t) d x\right|
$$

(3) $k \in A C([0, T])$, and $k(t)$ satisfies the consistency condition $\int_{0}^{1} \psi(x) d x=k(0)$, then the inverse problem (5-7) has a unique solution.

Proof. See in [19].
We give a new theorem for the existence and uniqueness of the solution of the inverse problem (1-3). In this theorem, we define a new function to construct a relation between the system (1-3) and the system (5-7).

Theorem 2. Let $\varphi \in C^{4}([0,1])$ and $k \in A C([0, T])$ be such that

$$
\begin{equation*}
\varphi(1)=\varphi(0), \varphi^{\prime}(1)=g(0), \varphi^{\prime \prime}(1)=\varphi^{\prime \prime}(0), \varphi^{\prime \prime \prime}(1)=g^{\prime}(0), \varphi^{v}(1)=g^{\prime \prime}(0), \int_{0}^{1} \varphi(x) d x=k(0) \tag{10}
\end{equation*}
$$

Then $u(., t) \in C^{2}([0,1])$ and $g(t) \in C^{4}([0, T])$ form the unique classical solution and boundary of $(1-3)$, respectively.
Proof. Let us define the following function,

$$
\begin{equation*}
v(x, t)=u(x, t)-g(t) r(x)-g^{\prime}(t) s(x)-g^{\prime \prime}(t) a(x) \tag{11}
\end{equation*}
$$

where $r(x)=x(x-1), s(x)=\frac{1}{12} x^{2}(x-1)^{2}$ and $a(x)=\frac{1}{720} x^{2}(x-1)^{2}\left(2 x^{2}-2 x-1\right)$.

The problem (1-3) is rewritten in terms of $v(x, t)$ as follows,

$$
\begin{align*}
v_{t}(x, t)-v_{x x}(x, t) & =2 g(t)+\frac{1}{6} g^{\prime}(t)-\frac{1}{360} g^{\prime \prime}(t)-g^{\prime \prime \prime}(t) a(x)  \tag{12}\\
v(x, 0) & =\varphi(x)-\varphi^{\prime}(1) a(x)-\varphi^{\prime \prime \prime}(1) s(x)-\varphi^{\nu}(1) a(x)  \tag{13}\\
v(0, t) & =v(1, t)  \tag{14}\\
v_{x}(1, t) & =0 \tag{15}
\end{align*}
$$

It is clearly shown that

$$
\widetilde{F}(x, t)=2 g(t)+\frac{1}{6} g^{\prime}(t)-\frac{1}{360} g^{\prime \prime}(t)-g^{\prime \prime \prime}(t) a(x)
$$

and

$$
\widetilde{\psi}(x)=\varphi(x)-g(0) a(x)-g^{\prime}(0) s(x)-g^{\prime \prime}(0) a(x)
$$

satisfy the conditions (1), (2) and (3). Thus the inverse problem has a unique solution $\{v(x, t), \widetilde{F}(x, t)\}$ based on Theorem 1.

As a second step, we show that if the inverse problem (12-15) has a unique solution $\{v(x, t), \widetilde{F}(x, t)\}$, then the inverse problem (1-3) under the over-determination condition (4) has a unique solution $\{u(x, t), g(t)\}$.

We first write the series expansion of solution of problem $v(x, t)$ and the right hand side function $\widetilde{F}(x, t)$ in the basis (8)

$$
\begin{align*}
& v(x, t)=2 V_{0}(t)+4 \sum_{n=1}^{\infty} V_{n}(t) \cos (2 \pi n x)+4 \sum_{n=1}^{\infty} \widetilde{V}_{n}(t)(1-x) \sin (2 \pi n x)  \tag{16}\\
& \widetilde{F}(x, t)=2 f_{0}(t)+4 \sum_{n=1}^{\infty} f_{n}(t) \cos (2 \pi n x)+4 \sum_{n=1}^{\infty} \widetilde{f}_{n}(t)(1-x) \sin (2 \pi n x)
\end{align*}
$$

where $V_{0}(t), V_{n}(t), \widetilde{V}_{n}(t), f_{0}(t), f_{n}(t)$ and $\widetilde{f}_{n}(t)$ are unknown functions. By using the biorthogonality of sets $S$ and $\widetilde{S}$, we obtain the unknown functions $f_{0}(t), f_{n}(t)$ and $\widetilde{f}_{n}(t)$ as follows:

$$
\begin{aligned}
& f_{0}(t)=\int_{0}^{1} \widetilde{F}(x, t) x d x=g(t)-\frac{g^{\prime}(t)}{12}-\frac{g^{\prime \prime}(t)}{720}-\frac{g^{\prime \prime \prime}(t)}{30240} \\
& f_{n}(t)=\int_{0}^{1} \widetilde{F}(x, t) x \cos (2 \pi n x) d x=-\frac{g^{\prime \prime \prime}(t)}{(2 \pi n)^{6}} \\
& \widetilde{f}_{n}(t)=\int_{0}^{1} \widetilde{F}(x, t) \sin (2 \pi n x) d x=0
\end{aligned}
$$

where $(f, g)=\int_{0}^{1} f(x) g(x) d x$ is the scalar product in $L^{2}(0,1)$. In addition, we have derivatives of $v(x, t)$ as follows:

$$
\begin{aligned}
& v_{t}(x, t)=2 V_{0}^{\prime}(t)+4 \sum_{n=1}^{\infty} V_{n}^{\prime}(t) \cos (2 \pi n x)+4 \sum_{n=1}^{\infty} \widetilde{V}_{n}^{\prime}(t)(1-x) \sin (2 \pi n x) \\
& v_{x x}(x, t)=-4 \pi \sum_{n=1}^{\infty}\left[\pi n^{2} V_{n}(t)+n \widetilde{V}_{n}(t)\right] 4 \cos (2 \pi n x)-4 \pi^{2} \sum_{n=1}^{\infty} n^{2} \widetilde{V}_{n}(t) 4(1-x) \sin (2 \pi n x)
\end{aligned}
$$

Hence, using properties of the biorthogonal system, the following ordinary differential equations are obtained as follows.

$$
\begin{align*}
V_{0}^{\prime}(t) & =g(t)-\frac{g^{\prime}(t)}{12}-\frac{g^{\prime \prime}(t)}{720}-\frac{g^{\prime \prime \prime}(t)}{30240}  \tag{17}\\
V_{n}^{\prime}(t)+4 \pi^{2} n^{2} V_{n}(t)+4 \pi n \widetilde{V}_{n}(t) & =-\frac{g^{\prime \prime \prime}(t)}{(2 \pi n)^{6}}  \tag{18}\\
\widetilde{V}_{n}^{\prime}(t)+4 \pi^{2} n^{2} \widetilde{V}_{n}(t) & =0 \tag{19}
\end{align*}
$$

From initial condition (13), we have the following initial conditions of the ordinary differential equations respectively.

$$
\begin{align*}
& V_{0}(0)=\varphi_{0}+\frac{\varphi^{\prime}(1)}{12}-\frac{\varphi^{\prime \prime \prime}(1)}{720}+\frac{\varphi^{v}(1)}{30240}  \tag{20}\\
& V_{n}(0)=\varphi_{n}-\frac{\varphi^{\prime}(1)}{4 \pi^{2} n^{2}}+\frac{3 \varphi^{\prime \prime \prime}(1)}{4 \pi^{4} n^{4}}-\frac{45 \varphi^{v}(1)}{4 \pi^{6} n^{6}}  \tag{21}\\
& \widetilde{V}_{n}(0)=\widetilde{\varphi}_{n} . \tag{22}
\end{align*}
$$

where $\varphi_{0}, \varphi_{n}$ and $\widetilde{\varphi}_{n}$ are the coefficients of the series expansion of initial condition $\varphi(x)$ in the basis (8).

The solution of ordinary differential equation (19) with initial condition (22) is obtained as

$$
\begin{equation*}
\widetilde{V}_{n}(t)=\widetilde{\varphi}_{n} e^{-4 \pi^{2} n^{2} t} . \tag{23}
\end{equation*}
$$

Moreover, the over-determination condition (4) and definition (11) leads to the following condition

$$
\int_{0}^{1} v(x, t) d x=k(t)+\frac{1}{6} g(t)-\frac{1}{360} g^{\prime}(t)+\frac{1}{15120} g^{\prime \prime}(t)
$$

We obtain unknown function $g(t)$ by using equation (12) as follows:

$$
\begin{align*}
\int_{0}^{1}\left(\widetilde{F}(x, t)+v_{x x}(x, t)\right) d x & =k^{\prime}(t)+\frac{1}{6} g^{\prime}(t)-\frac{1}{360} g^{\prime \prime}(t)+\frac{1}{15120} g^{\prime \prime \prime}(t)  \tag{24}\\
2 g(t)+\frac{1}{6} g^{\prime}(t)-\frac{1}{360} g^{\prime \prime}(t)+\frac{1}{15120} g^{\prime \prime \prime}(t)+v_{x}(1, t)-v_{x}(0, t) & =k^{\prime}(t)+\frac{1}{6} g^{\prime}(t)-\frac{1}{360} g^{\prime \prime}(t)+\frac{1}{15120} g^{\prime \prime \prime}(t)  \tag{25}\\
g(t) & =\frac{1}{2}\left(k^{\prime}(t)+v_{x}(0, t)\right) \\
g(t) & =\frac{1}{2} k^{\prime}(t)+4 \pi \sum_{n=1}^{\infty} \widetilde{\varphi}_{n} n e^{-4 \pi^{2} n^{2} t} \tag{26}
\end{align*}
$$

where the series $\sum_{n=1}^{\infty} \widetilde{\varphi}_{n} n e^{-4 \pi^{2} n^{2} t}$ is uniformly convergent by Weierstrass-M test.
Moreover, the solution of ordinary differential equation (17) is obtained as follows,

$$
\begin{equation*}
V_{0}(t)=\int_{0}^{t} P(\xi) d \xi+V_{0}(0) \tag{27}
\end{equation*}
$$

where $P(t)=g(t)-\frac{g^{\prime}(t)}{12}-\frac{g^{\prime \prime}(t)}{720}-\frac{g^{\prime \prime \prime}(t)}{30240}$. These results allow us to rewrite the ordinary differential equation (18) as follows:

$$
V_{n}^{\prime}(t)+4 \pi^{2} n^{2} V_{n}(t)=R_{n}(t)
$$

where $R_{n}(t)=-4 \pi n \widetilde{\varphi}_{n} e^{-4 \pi^{2} n^{2} t}-\frac{g^{\prime \prime \prime}(t)}{(2 \pi n)^{6}}$ which has the solution

$$
\begin{equation*}
V_{n}(t)=e^{-4 \pi^{2} n^{2} t}\left(V_{n}(0)+\int_{0}^{t} e^{4 \pi^{2} n^{2} \xi} R_{n}(\xi) d \xi\right) \tag{28}
\end{equation*}
$$

Consequently, from definition (11), the inverse problem (1-3) has a unique solution $\{u(x, t), g(t)\}$.

## 3 Examples

Let's consider the inverse problem of determining unknown functions $g(t)$ and $u(x, t)$ in (1-3) with initial condition $\varphi(x)=\sin (2 \pi x)$, under over-determination $k(t)=\int_{0}^{1} u(x, t) d x=0$. The coefficients of the series expansion of initial condition $\varphi(x)$ in the basis (8) are determined as follows.

$$
\begin{aligned}
& \varphi_{0}=\int_{0}^{1} \sin (2 \pi x) x d x=-\frac{1}{2 \pi} \\
& \varphi_{n}=\int_{0}^{1} \sin (2 \pi x) x \cos (2 \pi n x) d x=\frac{1-n^{2}}{2 \pi\left(n^{4}-n^{2}+1\right)} \\
& \widetilde{\varphi}_{n}=\int_{0}^{1} \sin (2 \pi x) \sin (2 \pi n x) d x= \begin{cases}\frac{1}{2}, & n=1 \\
0, & n \geq 2\end{cases}
\end{aligned}
$$

Thus unknown function $g(t)$ is obtained from equation (26) as follows:

$$
g(t)=2 \pi e^{-4 \pi^{2} t}
$$

The components of the series expansion of $v(x, t)$ are obtained from equations (23), (27) and (28) as follows:

$$
\begin{aligned}
& V_{0}=\frac{-2 \pi^{6}+21 \pi^{4}-315 \pi^{2}-945}{1890 \pi e^{4 \pi^{2} t}+\frac{\pi}{3}} \\
& V_{n}= \begin{cases}\frac{-733}{2 \pi} e^{-4 \pi^{2} t}, & n=1 \\
e^{-4 \pi^{2} n^{2} t}\left[\frac{1-n^{2}}{2 \pi\left(n^{4}-n^{2}+1\right)}-\frac{1}{2 \pi n^{2}}-\frac{6}{\pi n^{4}}-\frac{360}{\pi n^{6}}+\frac{2 \pi}{n^{6}}\left(\frac{e^{4 \pi^{2} n^{2} t}}{4 \pi^{2} n^{2} e^{4 \pi^{2} t}-4 \pi^{2} e^{4 \pi^{2} t}}-\frac{1}{4 \pi^{2} n^{2}}\right)\right], & n \geq 2\end{cases} \\
& \widetilde{V}_{n}= \begin{cases}\frac{1}{2} e^{-4 \pi^{2} t,} & n=1 \\
0, & n \geq 2\end{cases}
\end{aligned}
$$

Thus from equation (16), we have following the series expansion

$$
v(x, t)=\frac{-2 \pi^{6}+21 \pi^{4}-315 \pi^{2}-945}{945 \pi e^{4 \pi^{2} t}}+\frac{2 \pi}{3}-\frac{1466}{\pi} e^{-4 \pi^{2} t} \cos (2 \pi x)+2 e^{-4 \pi^{2} t}(1-x) \sin (2 \pi x)+4 \sum_{n=2}^{\infty} V_{n} \cos (2 \pi n x)
$$

and the unknown function $u(x, t)$ is obtained from definition (11) as follows:

$$
u(x, t)=v(x, t)+2 \pi e^{-4 \pi^{2} t}\left(x^{2}-x\right)\left(1-\frac{1}{3} \pi^{2} x(x-1)+\frac{1}{45} x(x-1)\left(2 x^{2}-2 x-1\right)\right)
$$

After some arrangements, we obtain the solution $u(x, t)$ as follows:

$$
u(x, t)=e^{-4 \pi^{2} t} \sin (2 \pi x)
$$

## Conclusion

The system (1-3) can be transform to the system (5-7) by equation (11) easily. It is shown that, the system constructed by the equation (11) satisfies the conditions (A1), (A2), (A3) if the system (5-7) satisfies the conditions (10). Thus, we determine the pair of functions $\{g(t), u(x, t)\}$, i.e.,the boundary condition and the solution of diffusion equation by employing Fourier method under an over-determination condition of integral type. As we proved in theorem 2, this inverse problem has a unique solution and the solutions are obtained explicitly by using the biorthogonal systems which are obtained from non-selfadjoint spectral problem.

In the future, we plan to apply this method to various inverse problems.
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