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Abstract: The paper considers the inverse problem of finding a time-dependent heat source in a parabolic equation with the nonlocal
boundary condition. Under some assumption on the data the existence and uniqueness of the solution are shown by using the generalized
Fourier method. Numerical procedure of this problem is given by using finite-difference method.
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1 Introduction

Let T > 0 be fixed number and let DT = {(x, t) : 0 < x < 1 : 0 < t ≤ T}.
Consider the inverse problem of finding a pair of functions (r,u) satisfying the system

ut = uxx + r(t) f (x, t), (x, t) ∈ DT , (1)

u(x,0) = ϕ(x), 0≤ x≤ 1, (2)

u(0, t) = 0, ux(0, t) = ux(1, t), 0≤ t ≤ T, (3)

u(1, t) = E(t), 0≤ t ≤ T. (4)

Definition 1. The pair {r(t),u(x, t)} from the class C[0,T ]×C2,1(DT )∩C1,0(DT ) for which conditions (1)-(4) are satisfied,
is called a classical solution of the inverse problem (1)- (4)

The inverse problem of finding the heat source power in a parabolic equation has been investigated for the heat source
which is space-dependent in [1,2,3,6] and time-dependent in [2,4,5,10,11]. The inverse problems in these papers are
similar from the mathematical point of view that local boundary and overdetermination conditions are used. The
literature on inverse problems for parabolic equations under nonlocal boundary is not so vast, see [4,11]. The periodic
nature of (3) type boundary conditions is demonstrated in [3,7]. The paper is organized as follows.

In Section 1, the existence and uniqueness of the solution of inverse problem (1)-(4) is proved by using the Fourier
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method. In Section 2, the numerical procedure for the solution of the inverse problem using the Crank-Nicolson
finite-difference scheme combined with an iteration method is given.

2 Existence and uniqueness of the solution of the inverse problem

Proof. Consider the following system of functions on the interval [0,1]:

X0(x) = x, X2k−1(x) = xcos(2πkx), X2k(x) = sin(2πkx), k = 1,2, ... (5)

Y0(x) = 2, Y2k−1(x) = 4cos(2πkx), Y2k(x) = 4(1− x)sin(2πkx), k = 1,2, .... (6)

The system of functions (5) and (6) arise in [3] for the solution of a nonlocal boundary value problem in heat conduction.
It is easy to verify that the system of function (5) and (6) are biorthogonal on [0,1]. They are also Riesz bases in L2[0,1]
[3].

We have the following assumptions on the data of the problem (1)-(4)

(A1)E(t) ∈C1[0,T ];
(A2)ϕ(x) ∈C3[0,1], ϕ(0) = 0, ϕ ′(0) = ϕ ′(1), ϕ ′′(0) = 0 and ϕ(1) = E(0);
(A3) f (x, t) ∈C(DT ); f (x, t) ∈C3[0,1], ∀t ∈ [0,T ]; f (0, t) = 0, fx(0, t) = fx(1, t), fxx(0, t) = 0 and f (1, t) 6= 0, ∀t ∈ [0,T ].

The main result on existence and uniqueness of the solution of the inverse problem (1)-(4) is presented as follows.

Theorem 1. Let the assumptions (A1)-(A3) satisfied. Then the inverse problem (1)-(4) has a unique solution.

Proof. Any solution of the (1) can be represented as

u(x, t) =
∞

∑
k=1

uk(t)Xk(x), (7)

where the functions uk(t), k = 0,1,2, ... satisfy the following system of equations:

u′0(t) = r(t) f0(t),

u′2k−1(t)+(2πk)2 u2k−1(t) = r(t) f2k−1(t),

u′2k(t)+(2πk)2 u2k(t)+4πku2k−1(t) = r(t) f2k(t), k = 1,2, ... .
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Substuting the solution of this system of equations and initial condition (2) in (7), we obtain the solution of the problem
(1)-(3) in the following form

u(x, t) =

ϕ0 +

t∫
0

r(τ) f0(τ)dτ

X0(x) (8)

+
∞

∑
k=1

ϕ2k−1e−(2πk)2
+

t∫
0

r(τ) f2k−1(τ)e−(2πk)2
dτ

X2k−1(x)

+
∞

∑
k=1

[
(ϕ2k−4πkϕ2k−1t)e−(2πk)2

]
X2k(x)

+
∞

∑
k=1

 t∫
0

r(τ)( f2k(τ)−4πk f2k−1(τ)(t− τ))e
−(2πk)2

t∫
τ

a(s)ds
dτ

X2k(x).

where ϕk =
1∫
0

ϕ(x)Yk(x)dx and fk(t) =
1∫
0

f (x, t)Yk(x)dx, k = 0,1,2, .... Under the conditions (A1), (A2) and (A3) the

series (7) and its x-partial derivative converge uniformly in DT since their majorizing sums are absolutely convergent.
Therefore, their sums u(x, t) and ux(x, t) are continuous in DT . In addition, the t-partial derivative and the xx-second
order partial derivative series are uniformly convergent for t ≥ ε > 0 (ε is an arbitrary positive number). Thus, u(x, t) ∈
C2,1(DT )∩C1,0(DT ) and satisfies the conditions (1)-(3). The formulas (3) and (4) yield a Volterra integral equation of the
second kind

r(t) = F(t)+
t∫

0

K(t,τ)r(τ)dτ, (9)

where

F(t) =
E ′(t)+

∞

∑
k=1

(2πk)2ϕ2k−1e−(2πk)2t

f0(t)+
∞

∑
k=1

f2k(t)
, (10)

K(t,τ) =

∞

∑
k=1

(2πk)2 f2k(τ)e−(2πk)2(t−τ)

f0(t)+
∞

∑
k=1

f2k(t)
. (11)

Under the conditions (A1)− (A3) the right-hand side F(t) and the kernel K(t,τ) are continuous functions in [0,T ] and
[0,T ]× [0,T ], respectively. We therefore obtain a single function r(t), continuous on [0,T ], which, together with the
solution of the problem (1)-(3) given by the Fourier series, form the unique solution of the inverse problem (1)-(4).

Theorem 1 has been proved.

3 Numerical procedure

We use the finite difference method with a predictor-corrector type approach, to the problem (1)-(4). We subdivide the
intervals [0,1] and [0,T ] into M and N subintervals of equal lengths h = 1

M and τ = T
N , respectively.We choose the Crank-

Nicolson scheme, which is absolutely stable and has a second order accuracy in both h and τ, [9]. The Crank-Nicolson
scheme for (1)-(4) is as follows:
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2
1
τ

(
u j+1

i −u j
i

)
=

1
2h2

[(
u j

i−1−2u j
i +u j

i+1

)
+
(

u j+1
i−1 −2u j+1

i +u j+1
i+1

)]
+

1
4
(
r j + r j+1)( f j+1

i + f j
i

)
, (12)

u0
i = φi, (13)

u j
0 = 0, (14)

u j
M+1 = u j

1 +u j
M, (15)

where 1 ≤ i ≤ M and 0 ≤ j ≤ N are the indices for the spatial and time steps respectively, u j
i = u(xi, t j), φi = ϕ(xi),

f j
i = f (xi, t j), xi = ih, t j = jτ. At the t = 0 level, adjustment should be made according to the initial condition and

the compatibility requirements. Now, let us construct the predicting-correcting mechanism. First, we write x = 1 in the
equation (1) and using (??3) and (4), we obtain

r(t) =
E ′(t)−uxx(1, t)

f (1, t)
. (16)

The finite difference approximation of (16) is

r j =
(E j+1−E j)/τ +

(
u j

M−1−2u j
M +u j

M+1

)
/h2

f j
M

, (17)

where E j = E(t j), j = 0,1, ...,N. For j = 0,

r0 =
(E1−E0)/τ +(φM−1−2φM−φM+1)/h2

f 0
M

. (18)

We denote the values of r j, u j
i at the s-th iteration step r j(s), u j(s)

i , respectively. In numerical computation, since the time
step is very small, we can take r j+1(0) = r j, u j+1(0)

i = u j
i , j = 0,1,2, ....N, i = 1,2, ...,M. At each (s+1) -th iteration step

we first determine r j+1(s+1) from the formula

r j+1(s+1) =
(E j+2−E j+1)/τ +(u j+1(s)

M−1 −2u j+1(s)
M +u j+1(s)

M+1 )/h

f j+1
M

. (19)

Then from (12)-(15) we obtain

1
τ

(
u j+1(s+1)

i −u j+1(s)
i

)
= 1

2h2

[(
u j+1(s)

i−1 −2u j+1(s)
i +u j+1(s)

i+1

)
+ 1

2h2

(
u j+1(s+1)

i−1 −2u j+1(s+1)
i +u j+1(s+1)

i+1

)]
+ 1

4

(
r j+1(s)+ r j+1(s+1)

)(
f j+1
i + f j

i

)
,

(20)

u j+1(s)
0 = u j+1(s)

M , (21)
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u j+1(s)
M+1 = u j+1(s)

1 +u j+1(s)
M , s = 0,1,2, ... . (22)

The system of equations (20)-(22) can be solved by the Gauss elimination method and u j+1(s+1)
i is determined.If the

difference of values between two iterations reaches the prescribed tolerance, the iteration is stopped and we accept the
corresponding values r j+1(s+1), u j+1(s+1)

i (i = 1,2, ...,M) as r j+1, u j+1
i (i = 1,2, ...,M), on the ( j + 1)-th time step,

respectively. In virtue of this iteration, we can move from level j to level j+1.

References

[1] J. R. Cannon, Determination of an unknown heat source from overspecified boundary data, SIAM J. Numer. Anal. 5 (2) (1968),

275-286

[2] A. Farcas, D. Lesnic, The boundary-element method for the determination of a heat source dependent on one variable, J. Eng.

Math. 54 (2006), 375-388.

[3] N. I. Ionkin, Solution of a boundary-value problem in heat conduction with a nonclassical boundary condition, Differential

Equations 13 (1977), 204-211.

[4] M. I. Ivanchov, The inverse problem of determining the heat source power for a parabolic equation under arbitrary boundary

conditions, J. Math. Sci.88 (3) (1998), 432-436.

[5] J. Liu, B. Wang, Z. Liu, Determination of a source term in a heat equation, Int. J. Comp. Math. 87 (5) (2010), 969-975.

[6] P. Wang, K. Zheng, Reconstruction of spatial heat sources in heat conduction problems, Appl. Anal. 85 (5) (2006), 459-465.

[7] A. M. Nakhushev,Equations of Mathematical Biology, Moscow, 1995 (in Russian).

[8] J.R. Cannon, Y. Lin, S. Wang, Determination of source parameter in a parabolic equations, Meccanica. 27 (2) (1992), 85-94

[9] A. A. Samarskii, The Theory of Difference Schemes, Marcel Dekker, Inc., New York, 2001.

[10] A. I. Prilepko, V. V. Solov’ev, Solvability theorems and Rothe’s method for inverse problems for a parabolic equation. I, Differential

Equations 23 (1988), 1230-1237.

[11] M. I. Ismailov, F. Kanca, D. Lesnic, Determination of a time-dependent heat source under nonlocal boundary and integral

overdetermination conditions, Applied Mathematics and Computation. 218 (2011) 4138-4146.

c© 2018 BISKA Bilisim Technology


	Introduction
	Existence and uniqueness of the solution of the inverse problem
	Numerical procedure

