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Abstract: Text categorization, namely text classification aims tadjtethe predefined labels (moods, subjects, etc.) of thengiv
documents. It has been so difficult to categorize the text aaterms of their defined labels since the amount of onlifierination
increases day by day. Most of the real-world text datasetsisbof too many unlabeled and a few labeled documentsa(insst).
Therefore in this study we aim to use a collective semi-stiped approach that utilizes both unsupervised and swgehlearning
techniques for categorization of text. In numerical experts we utilize The Movie Reviews text dataset and implentlea
suggested algorithm on it. MATLAB and WEKA software progiaare used in the implementations. For performance evahsatie
use accuracy results and running times. Obtained reseltsrasented in tables.
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1 Introduction

Text categorization, namely text classification aims taljmethe predefined labels (moods, subjects, authorss &tie.)

of the given documents. Due to the heavy increase of onlifeeriration, it has been so difficult to categorize the text
data as required. There are various researches presentie f@m of categorization of text data in the literatureeTh
commonly used techniques are data mining techniques. Detimgnalso called Knowledge Discovery in Databases
(KDD), is the field of discovering novel and potentially ugkefnformation from large amounts of data [5]. Data
classification defined in data mining, aims to classify theifel data in terms of the predetermined labels by using the
given data. Data classification techniques have three tgpesrding to the used datas’ labels. If the current dataset
consist of entirely labeled data, supervised classifinatehniques are used, if it has a few labeled and many ueldbel
data, semi-supervised techniques are used and if it ctmefsentirely unlabeled data, unsupervised techniquessed

for data classification.

Since most of the real-world text datasets consist of tooynuatabeled and a few labeled documents (instances), in this
study we will study on semi-supervised classification foregarization of text. In the literature there can be found
various semi-supervised classification techniques astsating [22], co training [3], transductive support vercto
machines [4], graph based methods [20]. A brief review oféhchniques can be found in [15]. In addition to these
approaches some researches collective text classifiersnéoe effective classification. The suggested collecitve
approachesttill 2016 are reviewed in [11].

In this study, we experiment the approach that combines anpervised and supervised technique. This approach was
firstly defined in [16] but not experimented in text classfimat Here we aim to get good performance results by using
this approach in text classification. In this approach latbgdoints are used for determining the center points of the
classes by using an unsupervised technigtraeans clustering method. Then the unlabeled points aededfaccording
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to the obtained center points. After this process we havetasdathat we can make supervised learning on. In the
following section the used clustering method and how thelled points are labeled will be explained. Then the
suggested algorithm will be presented step by step. In the $kction, used dataset for the case study will be expdiaine
and the data preparation processes will be expressed. fauttl section obtained results will be presented in tabtes
comments on the results are made. Finally in the last setti®paper is concluded.

2 Text categorization

In this section, text categorization namely text clasdificawill be explained. The main aim in text categorizatign i
classifying the documents into a fixed number of predefinadses (labels). The effectiveness of the used algorithm in
this process is so important but the proecesses before filerimentation of the algorithm has also importance on ggttin
satisfying good results. The steps of this process can lemgis follows:

(1) Determining of text data collectioffrirst thing to do in text categorization is determining tk&t data collection.
These document collections consist of many words.

(2) Text preprocessind@ he text documents are simplified. These words are cleamefiam stop words, conjunctions,
meaningless expressions and then root of words are detdmerg. classification to classify, application to apply.
Commonly the steps taken in text preprocessing are Tokimizand Removing Stop Words like frequently occurring
“the”, “a”, “an” etc. [2].

(3) Attribute selectionin attribute selection also known as feature selectideyvest words (every word can be thought
as a feature in text categorization) in the preprocessedrdents are detected and the rest of the words are left out
from the process. An effective attribute selection incesahe effectiveness of the algorithms and also decreases th
running time.

(4) Text transformationin text transformation, documents are defined with a god@nbted suitable representation for
learning algorithm. Namely unstructured data should besficrmed into structured data. Here the aim is to reduce the
complexity of the documents for an easy managing procedutehsforming the full text version of the document
to a document vector. Vector space model (SMART) where decusnare represented by vectors of words, is the
commonly used document representation [2].

(5) Data mining In data mining step, the most convenient method and alguaris chosen and implemented to the
transformed dataset. In the literature Naive Bayes [7]dRms method [10]k- nearest classifier [18], Support vector
machine (SVM) [12], decision tree (DT) [9], polyhedral coffiinctions (PCFs) [17] are used for text classifaction.
Besides, different classifiers are combined to classifytéixé data. The review of collective text classifiers were
presented in [11].

(6) EvaluationIn performance evaluations, many measures have beensisgdas F-measure, fallout, error, accuracy,
cross validation etc. In this paper, accuracy values deteulin results and finding section is used.

3 Methodology

In this section the used unsupervised and supervised tpofmin data mining step of the suggested text categonieatio
algorithm will be expressed. How the two techniques are d¢natbwill be explained and lastly the suggessted algorithm
will be presented in step form. For labeling the unlabeledhigowe utilize from commonly used clustering method,
k-meansk- means clustering method was firstly proposed by Mac Que&f6i to partition the unlabeled dataset ikto
parts in terms of the similarities. k-means algoritlengiven as follows in [1].

Step 1. Choose a seed solution consisting aénters (not necessarily belonging to A);
Step 2. Allocate data points to its closest center and oktpartition of A;
Step 3. Recompute centers for this new partition and go o Stetil no more data points change cluster.
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In this study, this algorithm is used to obtadirtenter points of the classes by using the labeled data. Weingnt this
algorithm for each of the class and we obtain k center poortgéch of one all. Then we label each unlabeled data by
the closest center’s label. We use euclidian distance indlailations as follows.

If a = (a1, a,..., &) andb = (b4, by,..., ) aren-dimensional two data, then the distandgffom ato b is given by the

formula: N
a=3 o

After labeling the unlabeled points we obtain a datasettigatan implement all supervised classification algorithms o

In this study we experiment J48, Logistics, ClassificatiiaRégression and NaiveBayes algorithms since they arly easi
accessible in Waikato Environment Knowledge Analysis (VWEKThese methods are expressed briefly below and also
a detailed review of these methods can be found in [19].

J48: (J48) is an algorithm used to generate a decision tredapeed by Ross Quinlan mentioned earlier [14].

Logistics: Logistic regression is an alternative methodhe Linear Discriminant Analysis that generates classifier
functions to separate two or more groups by minimizing thechassification cost [13].

ClassificationViaRegression: It uses regression methmdddssification. Class is binarized and one regressiorehisd
built for each class value [8].

NaiveBayes: Bayesian classifiers assign the most likegsdiaa given point described by its feature vector.

The step form of the suggested algorithm can be given asis[lb6].

Step 0. (Initilization): Determine the number of clusters that will be used in thetehirsg algorithm and seperate the
given dataset in terms of their labels (datasets for eadhedlaibels and one for the unlabeled).

Step 1.Find center points of each of the labeled dataset&vigans clustering algorithm.

Step 2.Label each unlabeled point as the closest center points! lgbusing euclidian distance.

Step 3.Redetermine the given dataset in accordance with the nezleldidlata.

Step 4.Implement a supervised data classification algorithm ometetermined dataset.

Step 5.Define the obtained function or model that separates theadaand STOP.

4 Dataset preparations

For the text categorization experiment on the suggesteditiigh, we use a predefined “Movie Reviews” text dataset that
is constituted by Kaya A. and Amasyal. F. in 2010 and accessible in (www.kemik.yildiz.edu.lrhas three different
classes as “negative, positive and neutral” For each of ldms dt has 35 movie review documents. Totally it has 105
instances. It has 6440 attributes that is found by text2aftivare program, accessible in (www.kemik.yildiz.eguThe
attributes of the instances (review documents) are defigebdeonumber of every word stemi) exists in the document.
These numerical details are also shown in Table 1.

Table 1: Details of movie reviews dataset.

Number of attributes | Number of review| Number of Negative] Number of Positive] Number of Neutral
documents Reviews Reviews Reviews
6440 105 35 35 35
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We decrease the dimension of the problem by using a featlgetiom algorithm, InfoGainAttributeEval in WEKA
machine learning software program. This algorithm evasittte worth of an attribute by measuring the information gai
with respect to the class. We choose the attributes whosevadoes are bigger than 0-0). Thus in the experiments,
we use just 130 attributes. The other details are left alSiveee we study on a numerical dataset, we assign the labels
positive, negative and neutral respectively as 0, 1 and thdrimplementations %5, 10 %, 15% and % 20 of the whole
data are used as labeled and the remain as unlabeled daasrare making semi-supervised learning.

5 Results and findings

In the numerical experiments we use accuarcy and runniregtas performance evaluations. We use the whole (10 %0)
dataset for testing. Accuracy value is calculated as falow

number of correctly classified document400

accuracyalue=
W number of all documents

WEKA (Waikato Environment Knowledge Analysis) and MATLABRIGtrix Laboratory) software programs are used for
implementations. For step 1 and 2 the implementations ame do MATLAB by writing codes and for step 4 and 5 we
use WEKA software program since it has currently ready toasgkes of the supervised classification algorithms. We
implement J48 decision tree, Logistics, Classificatioégression and NaiveBayes algorithms that are accessible i
WEKA classifiers package for the supervised classificatimt@sses. For observing the effects of the unlabeled points
we also implement the supervised classification algoritjustson the each 5%, 10 %, 15% and 20% of the whole data as
labeled data. Obtained results are given in Table 2 and 3d&gthese implementations, we applied different colecti
semi-supervised methods in literature on WEKA for more amnftial results on the case study. The used collective
semi-supervised methods are expressed briefly as follodtharresults are presented in Table 4.

YATSI: “Yet another two stage idea” was defined in 2006 by Bsiens and his friends [6]. It is a collective classifier that
uses the given classifier to train on the training set anditegpéhe unlabeled data. The chose of classifier and nearest

neighbour search algorithm is made by the experimenter.

LLGC: LLGC (Learning with local and global consistency),syaresented in 2003 by Zhou and his friends [21]. It is a
collective classifier that generates a smooth classifiestiom for labeled and unlabelled data.

Weighting: It is a collective classifier that uses one cléessior labeling the test data after training on the train bethe
applications J48 classifier is used for labeling the test.dat

Table 2: Results of suggested semi-supervised algorithms.

A* 5% 10% 15% 20%
Accuracy | Time | Accuracy | Time | Accuracy | Time | Accuracy | Time
(%) (sec) | (%) (sec) | (%) (sec) | (%) (sec)
J48 82.85 0.03 | 82.85 0.02 | 39.04 0.01 | 82.85 0.05
Logistics 97.14 0.09 | 97.14 0.11 | 42.85 0.09 | 97.14 0.2
ClassificationviaRegr. | 74.28 0.25 | 74.28 0.07 | 37.14 0.04 | 74.28 0.14
Naive Bayes 85.71 0.01 | 85.71 0.01 | 52.38 0.01 | 85.71 0.01

A*=k-means on labeled points and labeling unlabeled onespe&ised classification technique on the new dataset.
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Table 3: Results of supervised algorithms.

B* 5% 10% 15% 20%

Accuracy | Time | Accuracy | Time | Accuracy | Time | Accuracy | Time

(%) (sec) | (%) (sec) | (%) (sec) | (%) (sec)
Ja8 36.19 0.02 | 47.61 0.01 | 54.28 0.01 | 48.57 0.02
Logistics 46.66 0.01 | 55.23 0.01 | 65.71 0.01 | 63.80 0.09
ClassificationviaRegr. | 34.28 0.02 | 49.52 0.01 | 57.14 0.02 | 54.28 0.15
Naive Bayes 49.52 0.02 | 57.14 0.01 | 64.76 0.01 | 68.57 0.01

B*=Supervised classification technique on labeled points.
Table 4: Results of WEKA collective classification algorithms.

c* 5% 10% 15% 20%

Accuracy | Time | Accuracy | Time | Accuracy | Time | Accuracy | Time

(%) (sec) | (%) (sec) | (%) (sec) | (%) (sec)
YATSI 32.00 0.01 | 38.29 0.01 | 37.07 0.01 | 40.47 0.01
LLGC 32.00 0.01 | 30.85 0.01 | 30.33 0.01 | 29.76 0.01
Weighting 32.00 0.01 | 35.10 0.01 | 30.33 0.01 | 44.04 0.01

C*=Collective Classification Algorithms.

The comments on the results are given as follows.

(1) Onthe whole implementations (except 15%), when we coatba Table 2 and Table 3 results, we get better accuracy
results by using unlabeled documents in the classificatioogss, in other words by using suggested semi-supervised
learning algorithm for text categorization.

(2) Inthe implementation of 15% labeled data, kheneans clustering algorithm can not reflect the real streatfithe
dataset so we cannot get effective results. It should nobtgoften that the chose of the labeled points are made
randomly for each of the implementations.

(3) The running times are so close to each other so we canri@ argy strict comments on the compilation time of the
algorithms.

(4) When we compare the accuracy results of WEKA collectlagsification algorithms in Table 4 with the suggested
method’s results in Table 2, it is seen that higher accurasylts are obtained by the suggested semi-supervised
algorithm. When we compare the running times, it is seenWKA collective classification algorithms are more
effective since WEKA is a collection of ready to use Java saafenachine learning algorithms.

6 Conclusion

In this study a semi-supervised algorithm is experimentadtéxt categorization. Two data mining methods are
combined. Firstly for labeling the unlabeled data, k-meamethod is used then a chosen supervised classification
algorithm is implemented on the rearranged dataset. In timeenical experiments, we utilized a text dataset, Movie
Reviews after making feature selection and data prepasat®ince it is a labeled dataset, in the implementations 5%,
10%, 15% and 20% of the points are used as labeled and therramainlabeled points. For performance evaluations,
accuracy and running times are presented in tables. To sesfftct of the unlabeled points on the suggested approach,
supervised classification algorithms are also implemeatediven labeled points separately and the original dataset
used in testing. According to the obtained results, suggesbllective semi-supervised classification approach get
convincing good results in terms of the accuracy valuesindeassification.
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