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Abstract: The interest of this paper is to survey some old and new esultthe approximation of fixed points for nonexpansive
and pseudocontractive type operators by means of the f&seesnoselskij iteration. We consider here generalizedigscontractions
which are also Lipschitzian, a class for which we can use tlasikoselskij iteration in order to approximate their fixedhgs.
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1 Introduction

In the last three decades many papers have been publishied berative approximation of fixed point for certain classe
of operators, using the Mann and Ishikawa iteration metheele for example Berinde [4], for recent survey. These
papers were motivated by the fact that, under weaker cdiveaype condition, the Picard iteration (or the method of
successive approximationd, ;1 = TX,, n > 0 need not converge to the fixed point of the operators in gquest

In order to approximation fixed points of certain classespdrators which satisfy weak contractive type conditiord th
do not guarantee the convergence of Picard iterative psqoeshe method of successive approximation), certain mean
value fixed point iterations, namely Krasnoselskij, Mand &hikawa iteration methods are useful to approximate fixed
points. Though these iterative procedures have been inteztimainly in order to approximate fixed points of those
operators for which the Picard iteration does not convezgen so there are results on important class of contractive
mappings, that is, the class of quasi-contraction, for Wwhat Picard, Krasnoselskij, Mann and Ishikawa iterations
converge. One of the most studied class of quasi-conteatstpe operators is that of Zamfirescu operators, for which al
important fixed point iteration procedures, i.e, the Picdfdnn and Ishikawa iterations, are known to converge to the
unique fixed point of the operatdr. Zamfirescu showed in [10 ] that an operator which satisfies dbntractive
conditions has a unique fixed point that can be approximagedyuhe Picard iteration. Later, Rhoades [8], proved that
the Mann and Ishikawa iterations can also be used to apped&ifixed points of Zamfirescu operators.

Verma [9] approximated fixed points of strictly pseudo-cantive operators in Hilbert spaces by both Krasnoselsklj a

Mann type iterative methods. When for a certain class of rimaysp two or more fixed points iteration procedures can be
used to approximate their fixed points, it is of theoretical @ractical importance to compare the rate of convergehce o
these methods and to find out, if possible which of them cajasefaster. Finally, we shall obtain a result on the fastest
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iteration in the family of the krasnoselskij iterative sote As far as we known, there are only a few papers devoted to
this very important numerical problem. It is also well knothat if T is assumed to be only a nonexpasive map, then the
Picard iteration{ T"xo }n>0 need no longer converge. The key idea in introducing Kraslski iteration is that fact that,

if T, is the averaged mapping associated tahen if T is nonexpasive, so i§,, and both have the same fixed point set.
Moreover,T, has much more asymptotic behavior than the original mapping

2 Preliminaries

Definition 1. Let H be a real vector space. An inner product is a functiopa): H x H — R (the set of real numbers)
satisfying:

(p1) (x,x) >0, forall x,y € H;

(P2) (xy) = (¥;x), forallx,y € H;

(p3) (ax+ By,2) = a{x,2) + B{y,2), for each xy,ze H and alla, 8 € R.

If (-,-) is an inner product on H, then the functionx (x,x)%/2 defines a norm on H, called the norm induced by the inner
product. The pai(H, (-,-)) is called a prehilbertian space.

A sequencgxy} in H is called Cauchy sequence {f, — Xm , Xn — Xm)Y/% = ||%n — Xm|| — 0 asn,m— 0. A prehilbertian
spaceH is said to be complete if every Cauchy sequenck inonverges to a point dfi. A prehilbertian space that is
complete (with respect to the metric corresponding to threrrinduced by the scalar product) is called Hilbert space.

Definition 2. Let H be a real Hilbert space with - || and an inner product-,-). An operator . H — H is said to be
generalized pseudo-contraction if, for allyxin H, there exists a constant¥ 0 such that

[ Tx=Tyl[> < r?[x—y|IP+ | Tx—Ty—r(x—y)|/? 1)

which is equivalent to
(Tx—Ty.x—y) <r|jx—y|? for all x,y e H (2)
orto ((I-=T)x—(1-T)y,x—y) > (1-r)[x—yl|?, 3)

where | is the identity map. Clearly, if T is generalized ph®gontraction with r< 1, then |- T is strongly monotone.
Forr=1in (2.1), T is called pseudo-contraction, a concept introeldl and studied by Browder and Petryshyn [6] and
thereafter by many authors, in connection with the problé@mpproximating fixed points, see Berinde [4].

Definition 3. The operator T H — H is called Lipschitzian (or Lipschitz continuous) if thexeist a constant s- 0 such
that

[Tx—Ty|]| <s-|x—y], for all x,ye H. 4
By the Cauchy Schwarz inequality
(TX=Tyx=y)| <[[Tx=Ty| [[x=yl|
It is clear that any Lipschitzian operator T, that is, any oger for which there exists s> 0 such that

ITx—Ty| <s||x—Y]||, X,y € H is also a generalized pseudo-contractive operator, withg and T is non-expansive if T
is 1— Lipschitzian.
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Example 1.[4] Let H be the real lin€R endowed with the Euclidean inner product and nd@mss [%, 2landT:C—C

a self map defined by x= % for all x € C. ThenT is Lipschitzian with constarg = 4 and also generalized pseudo-
contractive with constamt= 4. MoreoverT is also generalized pseudo-contractive with any constarn® arbitrary.Itis
easy to see that has a unique fixed poinfr = {1}, and that, for any initial choicey = a # 1, the Picard iteration yields
the oscillatory sequenee 1/a, a, 1/a,....

Definition 4. A subset C of a real vector space H is called convex if for angspd points x y € C, the closed segment
with the extremities xy, that is, the sefAx—+ (1—A)y: A € [0,1] is contained in C. A subset C of H is called bounded if
there exists M> 0 such that|x|| < M, for allx € C.

Definition 5. Let H* be the dual space of a real Hilbert space. The multivalued pirapJ: H — P(H*) defined by
Ix={f eH*: (f.x) =||x||- | f]l, IX|| = || ||} is called the normalized duality mapping of H.

In Hilbert spaceH, a sequencéxn}y_o C H converges strongly t& if and only if || X, —X|| — O, asn — e which is
denoted by, — x, we shall often consider the weak convergence, correspgndithe weak topology ifl. We say that
{Xn}m_o C H converges weakly taif for any f € H*, (f, x») — (f, x), asn — o and we denote this ks — x (n — o).

Since conditions of pseudo-contractive type are very uisdditional assumptions in approximating fixed points of
Lipschitzian mappings, we summarize in the sequel the mgsbitant concepts of this kind.

Definition 6. Let H be an arbitrary Hilbert space. A mapping T with domaiilp and range RT) in H is called:

(a) strongly pseudocontraction if there exists-l0 such that for all xy € D(T) there exists (x,y) € J(x—Y) such that
(1 =Tx= (1 =T)y, j(x=y)) > k- [x—y|%
(b) pseudocontractive if for eachyke D(T) there exists (x—y) € J(x—y) such that
(F=T)x=(=T)y,j(x=y)) =0,
where J is the normalized duality mapping.

Pseudo-contractive mappings are firmly connected withteramportant class of operators, that is, the class of ticere
operators.

Definition 7. A mapping T with domain and range in H is called:

(a) strongly accretive if there exists a positive number k shehfor each xy € D(T) thereis a [x—y) € J(x—Y) such
that

(Tx=Ty,j(x=y)) > k- [x—yII%
(b) accretive if for each )y € D(T) we have
(Tx=Tyj(x=y)) = 0.

Remark.

(i) By comparing Definitions (2.7) and (2.8), we remark thabgeratoi is (strongly) pseudo-contractive if and only
if (I —T) is (strongly) accretive.
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(i) As a consequence of a result of Kato [1], the concept cfug®-contractive and accretive operators can be
equivalently defined as follows:

(a) T is strongly pseudo-contractive if there exists 1 such that, for alk,y € D(T) andr > 0, the following
inequality holds

IX=YIl = [[(1+ ) (x+y) -t (Tx=Ty)|

(b) T Is pseudo-contractive if= 1 in the previous inequality.
(c) T is strongly accretive if there exisks> 0 such that the inequality

X =Yl < [x=y+r[(T —kD)x— (T —kby]|
holds for allx,y € D(T) andr > 0.

(d) T is accretive ifk = 0 in in the previous inequality.

3 Some fixed point iteration procedures:
LetT: H — H be a self map. For amy € H, the sequencéxn}_, C H given by
Xn=TX1=T"(X), N=1,2......... (5)

is called thePicard iteration or the sequence of successive approxionatvith the initial value atg.

Let H be a Hilbert space anti: H — H a self map. For any, € H and a constank € [0,1] the sequencéxn}y_g
defined by

X1 = (1=A)Xn+ATx, n=0,12......... (6)
is calledKrasnoselskij iteration or Krasnoselskij iterative methand is denoted b, (xo, A, T).

Let H be a Hilbert space an@l: H — H a self map. Letg € H be arbitrary and an};y_o C [0,1] a sequence of real
numbers. The sequenég,};,_, C H defined by

Xnt1= (1= 0n)Xn+ anTXy, N=0,1,2....... @)

is called theMann iteration or Mann iterative proceduand will be denoted bivln(Xo, an, T). The sequencgx}y_o C
H defined by
Xnt1 = (L= dn)Xn+ anTyn, N=0,1,2.......

Yn=(1—B)¥% +BnTX, N=0,1,2............

where {an}2_o and {Bn},_o are sequences of positive numbers[@1], and xo € H is arbitrary, is called the
Ishikawa iteration or Ishikawa iterative proceduaad is denoted by(xo, an, Bn, T).

(8)

RemarkFor a, = A (constant), the iteration (3.3) reduces to the so caflesnoselskij iteratiorwhile for a, = 1 we
obtain thePicard iteration or the sequence of successive approxongB.1), as it is commonly known obviously, for
Bn = 0, thelshikawa iteration(3.4) reduces tdMann iteration(3.3).

Example 2.LetC = [3,2] C R be endowed with the usual norm afid C — C, defined byTx= %, x € C. Then
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(i) T has a unique fixed point, thatks = {1};
(iiy The Picard iteration does not converge 1, for agy~ 1 in [%,2];
(ili) The Krasnoselskij iteration converges to the fixedrgaif T, for A satisfying 0< A < 2(1—r)/(17— 2r), where
O<r<1.

The convergence theorems below, stated for the KrasndgsatekMann iterative procedures respectively, by Verma [9]
will be used in the proof of the main results.

Theorem 1. [2] Let C be a non-empty closed convex subset of a real Hilbedesphand T: C — C a generalized
pseudo-contractive and Lipschitzian operator with theresponding constants:s 0 and r > 0 satisfying

O<r<l1 r<s 9)

Then

() T hasaunique fixed point p;
(if) Foreach xin C, the Krasnoselskij iteratiofix,} ;y_o given by x11 = (1—A)x+ATX, n=0.1,2..... converges
strongly to p, for allA € (0,a)N(0,1),

where a=2(1-r)/(1-2r+¢) (10)

Theorem 2. [9] Let H be a real Hilbert space and C be a non-empty closed cosubset of H. Let TC — C be
Lipschitzian and generalized pseudo-contractive openatth the corresponding constantsssl and r> 0. Let{an}y_g
be an increasing sequence[ 1] such that

ian — o (11)

Then

(i) T has a unique fixed point p in C;
(i) The Mann iteration ;.1 = (1 — an)Xn + a0nTX,, Nn=0,1,2... converges strongly to p for anyx C and all t in
(0,a) that satisfy0 < (1—t)2—2t(1—t)r + 1t < 1, where a is given by (3.6).

Example 3.Let C = [%,2] andT: C — C a function given byT x= ;1(, x € C. Heres =4 andr > 0 arbitrary. Taking,
for exampler = 0.5, we get 21 —r)/(1—2r+ &) = li and so by Theorem (3.3), the sequekigg} given byx, 1 =
I=A)Xn+A- %, n=0,1,2....... converges strongly to the fixed poipt= 1 of T for all values ofA in the interval
0.4).

In order to compare two fixed point iteration procedufes},,_, and{vn};_ that converges to a certain fixed ponof
a given operatof , Rhoades [8] considered th@i, } is better tha{ vy} if

[[un =PIl < [[va—=pll, ¥n (12)

Definition 8. [5] Let {an}r_o and{bn};_, be two sequences of real numbers that converges to a andggatagely, and
assume that there exists

an—a

b b/ (13)

I =1limp—e
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(a) If1 =0, then it can be said th&tan },»_, converges faster to a thafbn}y_to b;
(b) If 0< | < o, then it can be said th&ta,};,_, and{bn};_, have the same rate of convergence.

Remark.

(i) Inthe case (a) we use the notatian— a = o(b, — b);
(if) if 1 = oo, then the sequenddn}y_o converges faster thafan},y ), that is,by —n=o(a, — a).

Suppose that for two fixed iterations procedupes},_, and{vn}_y both converging to the same fixed pomtthe error
estimates

||un_pH Sana n:Oalaz"' (14)

[Va—p|l <bn, N=0,1,2... (15)

are available, wherga,};_o and{bn}_, are two sequences of positive numbers (converging to Z€han, in view of
Definition (3.6), we will adopt the following concepts.

Definition 9. [5] Let {un}r_o and {vn};r_, be two fixed point iteration procedures that converge to tmaes fixed point
p and satisfy (3.10) and (3.11), respectively{df}_, converges faster thafbn};;_, then it can be said thafun};r_,
converges faster thafwn}7_o to p.

Example 4.[3] If we takep =0, up = (n—il) Vn =3, n>1,then{un} is better than{vn}, but {u,} does not converge
faster than{vn}. Indeed we have

CUp

lim =1 (16)

and hencgun} and{vn} have the same rate of convergence.

The example (3.9) shows that Definition (3.8) introduces armr concept of rate of convergence than the one
considered by Rhoades [8].

In the next section we begin by proving the Browder-GohdekKixed point theorem, which is a basic fixed point
existence result for non-expansive operators. The protifbei given in a Hilbert space setting, suitable to many
convergence theorems for the Krasnoselskij iterations.

4 The main result

Now, we are in position to state the main convergence themfenKrasnoselskij iteration.

Theorem 3.Let C be a closed bounded convex subset of a Hilbert space H af— C be a non-expansive operator.
Then T has at least one fixed point.

Proof. For fixed elemenyg in C and a numbeswith 0 < s< 1, we denote
Ts(X) = (1 —s)yo+sTx xeC.

SinceC is convex and closed, we deduce tfigt C — C is as-contraction and it has a unique fixed point, sgyfrom
the contraction mapping principle). On the other hand,esfiés closed, convex and bounded in a Hilbert spHgét is
weakly compact. Hence we find a sequefisg in (0,1) such thasj — 1 asj — e andu;j = us;, converges weakly to
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an elemenp of H. SinceC is weakly closedp lies inC. We shall prove thap is a fixed point ofT. If u is any arbitrary
pointinH, we have|uj —ul|* = [[(uj — p) + (P~ u)|*= [|uj — pI|*+ || p— ul[*+2(u; — p, p—u),

where 2(uj—p, p—u) =0 as j— o,
sinceu; — p converges weakly to zero H. Lettingu = T p above, we get
lim; oo ([l =T Pl —[|uj — pII?) = [P~ T pl%.
Moreover, sincesj — 1 andTs; uj = uj, we have

Tuj —uj= [SjTUj + (1*Sj)y0] —Uuj+ (1731) [Tuj — Yol
= (Ts;uj — uj) + (1 —sj)(Tuj — Yo)
=0+ (1-5j)(Tuj—Yyo) =+ 0 as j— oo,

and thereforéim_ || Tu; — u;j|| = 0.
On the other hand, sinéeis non-expansive, we have
ITuj —Tpl < [|uj — pll
and hence
[Juj =T pll < fluj = Tujll + [Ty = T pll < fJuj = Tuj [+ [Juj — pl|.
Thus limsup(|juj — T p|| — ||u; — p||) < liMj_e|/uj — Tu;j|| = 0, and due to the boundednesLpive have also
limsup(|juj — T p? ~ [|uj — p|[?) = limsup(||u; — T pl| — |uj — pIl) ([|uj = T pl| + ||uj — p|}) <O,
which yields
limj e ([Juj — TPl |lu; — p||*) =0
and hence
Ip—TpI*=0,

that is, p is a fixed point ofT .

We can now consider a result on approximating fixed pointsoofexpansive mappings by means of the Krasnoselskij
iteration. To this end, we start with the following concept:

Definition 10. Let H be a Hilbert space and C a subset of H. A mappingCT— H is called demicompact if it has
the property that whenevdix,} is a bounded sequence in H afi@l x, — X, } is strongly convergent, then there exists a
subsequencgx,, } of {x,} which is strongly convergent.

Theorem 4. Let C be a bounded closed convex subset of a Hilbert space Hrar@l— C be a non-expansive and
demicompact operator.

(i) Then the setof fixed points of T is a nonempty convex set.
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(if) Forany given yin C and for any fixed numbér with 0 < A < 1, the Krasnoselskij iteratiofixn }n_o given by
X1 = (1=A)Xn+ATx, n=0,1,2... a7)
converges strongly to a fixed point of T.

(iii) 1f Xo € H and {xn}n_o = Ma(Xo0, an, T) is the Mann iteration such that the sequeres },_, is bounded away
from 0 and1, then each of the sequen{e, ;1 — xn} and{T x, — X,} converges strongly tb € H.

Proof.

(i) SinceT is nonexpansive , so by theorem (4.T)has fixed points i, that is,Fr # ¢. Further,Fy is convex. i.e.,
whenx, y € Fr andA € [0,1] we have

X =(1=A)x+AyeFr
Indeed,| Tx, —x| = [Tx = Tx| < [} —xl| and|[Tx\ —y[| < [y —lI,

= IX=y[ < [[X=Tx, +Tx) — |l
< X=Tx [+ T3y =yl
< [Ix=yl.

This shows that for some bwith0<a, b<1, we havex— Tx, =a(x—x,) andy—Tx, = b(y—Xx,) from which
it follows thatT x, = x, € Fr.

(if) Foranyxgin C, the sequencéxa},r_q given by (4.1) lies irC and is bounded. Lgt be a fixed point off, and so of
averaged map,, given by

Ty =(1-A)I+Al, (I =identity operatoy (18)
We first prove that the sequen{®, — T X, ey CONverges strongly to zero. Indeed

Xnt1—P=1=A)X+ATX —p=(1=2A) X — P) + A (TX — P).
On the other hand, for any constant

a(Xn—Tx) =a(xn—p) —a(Tx — p).
Then||Xqr1— plI2 = (1= 2)?|xa— plI2+ A2 T — pl|2+2A (1= A)(TX — P, %o — P)
and &||x, — Txa||? = &% — p[|?+ 82| Tx — p||> — 28%(T % — P, X0 — P)).

Hence, adding the corresponding sides of the precedingrtequilities and using the fact thkats nonexpansive
andTp = p, we get

Xt — PlI2+ 8% %0 — Txall? < [28%+ A2+ (1= A1) - [0 — PI2+2[A (1~ A) — @] - (TXa— P, %o — P).
If we choose now aa such thae? < A (1— A), then from the last inequality we have

[Xn+1— Pl|? +&2)%0 — Txal|? < (282 + A2+ (1 - A)2—2A (1~ A) — 289) [[%— P[|? = [|% — P||?
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(by using the Cauchy Schwarz inequality X, — p, o — P) < [[T% — p|| - [Xa— Pl < [[% — p||?).
Leta? = A(1—A) > 0 and summing up the obtained inequality
a%|[x0 — Txal? < [%n — PII* — %01~ pII?

forn=0ton= N we obtain

N N
AL=2)Y I=Txl? < Z}[Hxn* Pl = [IXar1— Pl
n=0 n—

= [0 — p||®— [[*n+1 — pII®
<%0 —pl?

which shows tha§ %_o ||, — TX||? < 0 and hencéix, — T x,|| — 0, as n— . As T is demicompact, it follows that
there exists a strongly convergent subsequdmrgé such thak, — p € Fr. SinceT is nonexpansivel X, — Tp
and T p= p. This shows that the convergence of the entire sequ¢rge:_, to p and now follows from the
inequality||xn+1 — p|| < ||Xn — p||, which can be deduce from the nonexpansivene3sarid is valid for eacin.

(iii) For xp € H andMn(xg, an, T) is @ Mann iteration such that

X041 —=Xnll = an[ T = Xall,

and hence, having in view thatfa < a, < b < 1, if either one of the sequencégn;1 — Xa} or {Tx,— Xn}
converges to 0 then the other does also. If|lign— p|| = 0, then obviously lin|xn+1 — Xa|| = 0. Otherwise, since
the sequencé||x, — p||) is non-increasing, we certainly have ljix, — p|| = d > 0. We define now the sequences

{Wn}, {yn} and{z} by
Wn = (X1 = P)/[X—pPll, Yn=(T% —p)/[X—pll, and, respectively z= (o1 —p)/[X— pll.
Since we have that
Xn41— P = (1—an)(Xn — P) + on(TX — P),
by dividing it by ||x, — p|| it results that
Zy = (1 0n)Wn + OnYn.

Since||wn|| =1, |lyn]] <1 foralln, and if lim||z,|| = 1, then lim||w, — ya|| = O, which implies thaf|z,|| — d/d =1, we
have that lim|wn — yn|| = 0, which gives limj| T x, — xn|| = 0, and this completes the proof.

Remark.

(i) From the proof of the theorem (4.3) it shows tfigtgiven by (4.2) is asymptotically regular, i.¢T'x — T}\n+ x| —
0, as n— oo, for anyx € C, that is,x, — X,;.1 — 0, as n— oo, for anyxg € C. The existence of the previous limit
alone does not imply genearlly the convergence of the segueq},,_, to fixed point of T as there is one more
additional assumption of demicompactnes3 of theorem (4.3). There are other possible additional aptions
to ensure the convergence{o,},_, under the hypothesis of asymptotic regularity. For exarriplthe case of the
real line,C = [a,b] the closed and bounded interval ahd C — C a continuous function, Hilam [7] showed that
the Picard iteration associatedficconverges if and only if it is asymptotically regular;
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(i) The Krasnoselskij iteration is in fact the Picard itéoa corresponding to the averaged operdjoassociated td
and defined by (4.2).

If in theorem (4.3) we remove the assumption thais demicompact, then the Krasnoselskij iteration does ooger
converge strongly, in general, but it converges at leasklyaa a fixed point, which is shown by the next theorem (4.5).

Theorem 5. Let C be a bounded closed convex subset of a Hilbert space HTariel— C be a non-expansive and
operator. Then, for anygdn C, the Krasnoselskij iteratiofix, }p_g given by

X1 = (1=A)Xn+ATxy, Nn=0,12...
converges weakly to a fixed point of T.
Proof. Let Fr be the set of all fixed points df in C. SinceT is honexpansive, for eaghe Fr and each we have
%01 =PIl < [IX0 — pI|,

which shows that the functiog(p) = limn_,« (X, — p|| is well defined and is a lower semicontinuous convex funation
Fr. Let

do =inf{g(p): p€ Fr}.
For eacte > 0, the set
Fe={y:g(y) <do+¢}
is closed, convex, nonempty and bounded and hence, weaklgaxd. Therefore.-oF: # 0, and in fact
Ne>oFe = {y:g(y) =do} = Fo.
Sincelp contains exactly one point. Indeed, sirfggs convex and closed, fqx, p1 € Fp, andpA = (1—A)po—+ A py,
g?(pA) = lim [|pA —xg[|? = lim (J]A (pL—%0) + (1= A)(Po— X0 |?)
= lim (A% pr— |2+ (1= )2 Po—Xal| >+ 2A (1= A ) {P1— %, Po—Xn))
= lim (A2[|py— a2+ (1= A)2]|Po— X2+ 24 (1= A) [ pr = Xl - [P0~ X))

+1im {22 (1= 2) [{(p1 =%, Po—%n) = [[P1 = Xal| - [IPo = Xall]}
=g*(p) + lim {22 (1~ A) [(PL—Xn, Po—%n) — [P~ a] - || Po— Xal]}.

Hence limhseo{2A (1— A) [(P1— Xn, Po—n) — [P~ Xall - || o — ¥a[]} = O.
Since||p1 — Xn|| — do and|| po — Xa|| — do, the latter relation implies that

P2 — Poll® = [[(pL— %) + (Xa — Po)[|?
= [Ip1 = Xa[|* + [[% — Poll* = 2(P1— Xn, Po—Xn)
—d3—d3—2d3=0,

giving a contradiction.
Now in order to show that, = U}'xo — po, is suffices to assume that — p for an infinite subsequence and then prove
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thatp = po. Sincep € Fr and considering the definition gfand the fact thak,, — p, we have

1% — Pol|? = [|Xn, — P+ P — Pol|?
= [[%; =PIl + [P — Poll® = 2(xn; — P, P— Po)
— &7(p) + |p— poll* = g°(po) = .

Sinceg?(p) > d2, the last inequality implies that

l[p—poll <O,
which implies thatp = po.

We present here convergence theorem for the Krasnoseéskifion scheme in the class of generalized pseudocortact
operators which are also Lipschitzian.

Theorem 6.Let H be a real Hilbert space and C a nonempty closed convesesaf H. Let T C — C be a Lipschitzian
generalized pseudocontractive operator with correspogdionstants & 1 and0 < r < 1. Then

(i) T has a unique fixed point p in C;
(i) Foranyx eC andA € (0,a) with’a’ given by (3.6), the Krasnoselskij iteratig®, } o = Kn(Xo, A, T) converges
strongly to p;
(iif) For any % € C and{an}y_g in [0,1] satisfying (3.7), the Mann iteratiofix}r_y = Mn(Xo, On, T) converges
strongly to p;
(iv) For any Mann iteration converging to p, wih< a, < b < 1, there exists Krasnoselskij that converges faster to p.

Proof.For all A € [0,1], consider the operatdy, onC given by
Tix=(1-A)x+ATx, xeC (19)

sinceC is convex, we havd, (C) C C, for all A € [0,1]. From the generalized pseudocontractive and Lipschitzian
conditions onl and

ITax=Tayl? =1[(1=2A)(x—y) + A(Tx=Ty)|?
=(1=2)2x=y[*+ 22 (1= A)(Tx=Ty, x—y) + A?| Tx—Ty]]?
ITax=Tayl? < [(1=2A)2+2A (1= A)r + A% [[x—y|%,
so || Tax—Tyy|| < 0||x—y]|, forall x, yinC, (20)
where 0< 6 = [(1—A)2+2A(1—-A)r + A2 "% asA <a.

SinceC is a closed subset of a Hilbert spaCdas a complete metric space. Then by Banach contractioniptéd@, has
a unique fixed point say in C and the Picard iteration associated}Q

Xnt1=TaXn, N>0 (21)

converges strongly taj, for any xg € C. By using theorem (4.3){xn}n_o is exactly the Krasnoselskij iteration
Kn(Xo, A, T) associated td and the fact thafE (T) = F(T,), forall A € (0,1), that is,p = qis the unique fixed point of
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T, so we get (i) and (ii).
(i) Let {Xa}p_o be the Mann iteration with{an}_, C [0,1] satisfying (3.7), considet, 0 <t < 1, denote

an = %an, n=0,1,2,...... Then the Mann iteration will be given by 1 = (1 —tan)Xn +tanT X, Nn=0,12,........ , We
have

[Xn+1— Pl = (1 — an)Xn +an[(1 = )X+ tT x| — ||

%01 =PIl < (1—an)[Xn = pl| + @l (1 =) = P) +t(TXa = T P) . (22)
using the properties af we find that
[t(To% = TP + (L =) 00— P)II* = (L= )% — P+ 261~ t)(Txa — P, % — P) +t?| Tx— p|?
< (1= 1)%)x0— Pl|>+2(1 = t)r [ — p||> + 175 [0 — pI|?
— [(1-1)2+ 21— t)r +2] %0 — P2 (23)
By (4.6) and (4.7) we get

[¥oe1— Pl < {1 an+an[(1-t)2+ 21— t)r +122] 2} | p]
=(1-(1-6)an)[xn—pll

< kﬁ(l(le)akm ol 24)

where 0< 6 = [(1—t)2+2t(1—t)r +t252]1/2 <1, forallt suchthatO<t < 2(1—r)/(1—2r +5?).

Since by (3.7)5 n_o 0n diverges, it follows thaf ,_q an diverges too, and in view d < 1 we get

n

liMn g(l— (1-0)ax) =0,
so by (4.8) shows thdtx,} converges strongly tp.
(iv) TakeXx = Xn, Y = Xn—1 in (4.4) we obtain|X,+1 — Xn|| < 8]|Xn — Xn—1]|. By induction, which yields
X412 —Xal| < 6"[X1 —Xol|
and hence by triangle rule we get

[Xntp—Xnl| < OM(1+ 6+ ...+ 6P 1) xg — o] (25)
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valid for all n, p € N. Now lettingp — o in (4.9) and by using part (ii), we have

en
%0 =X =t Ixa = o (26)

therefore, in view of (4.8) and (4.10), in order to comparastroselskij and Mann iterations, we have to compare
n
6"and [[1—(1-6)ad.
k=1

Let {xn}n_o be a certain Maan iteration converginggowith {an},_, satisfying 0< an < b < 1. Thenax < b/t (denote
b/t by b) and for anym, 0 < m< 1, we find@ € (0,1) such that

1-(6/m)
b< 16 °
clearly, which implies that
m(1—b)
0< 1-bm’
using the fact thady < b, it gives
6
<
10 - M=t
which shows that
6

<limm=0
M1 [1—(1-0)ay] ~ o

)

so the Krasnoselskij iteration{x};_, = Kn(X, 6, T) converges faster than the Mann iteration
{Xn} o = Mn(xo, an, T).

In order to complete the proof, we still need to show that thiervals(0,a) with a given by (3.6) anc(O, mf:b)) have

m
2(1-r)
1-2r4¢?

a nonempty intersection. But this is immediate, si%]g}%) >0andO< a=
theorem.

< 1, under the hypothesis of the

Remark(i) Part (iv) of theorem (4.6) shows that, in order to appnoaie the fixed points of a Lipschitzian and
pseudocontractive operatdr, it is always more convenient to use a certain Krasnoseitgkgtion in the family (3.2)
with A € (0,a) and’d’ is given by (3.6).
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