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Abstract: Interval Valued Fuzzy Node Arc Matrix (IVFNAM), Interval \@ed Fuzzy Incidence Matrix (IVFIM) and Interval Valued
Fuzzy Node Matrix (IVFNM) of an Interval Valued Fuzzy GrapWEG) are introduced here and some properties of these eeatri
are explained. The reachability matrix of an IVFG using NA¥Ml is defined. It is shown that the strength of connectedneswden
any two pair of vertices in an IVFG can be found using this heddity matrix. We propose an algorithm to determine theureof
arcs in an IVFG using the reachability matrix. We also essata relationship between the IVFIM of an IVFG and the IVFNA¥/ts
corresponding line graph.
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1 Introduction

Eventhough diagrams suitably specify graphs, they are pytograiate for storing graphs in computers or for applying
mathematical techniques to study their properties. As ecderp are more adept at manipulating numbers than at
recognizing pictures, it is a standard practice to commairithe specification of a graph to a computer in matrix form.
A plethora of study has been done on matrices associatedcvign graphs as well as fuzzy graphs. Fuzzy graphs are
represented by fuzzy matrices. Extending this idea to tteeval - valued fuzzy case i®], we have shown that interval -
valued fuzzy graphs can be represented by interval - valueryfmatrices. In9g], we defined interval - valued fuzzy
adjacency matrix (IVFAM) and interval - valued fuzzy lapkat matrix (IVFLM) associated with an IVFG. In crisp
graph theory, adjacency matrix completely determines thieesponding graph. But in the case of IVFGs, an IVFG is
not completely determined by its IVFAM. We will not get anyealabout the membership function of its nodes from the
above defined IVFMs. Taking into consideration the membprdlegrees of nodes, we define a new IVFM called
interval - valued fuzzy node arc matrix (IVFNAM) in this pap&hen we propose an algorithm to determine the nature
of arcs using IVFNAM. Also we define interval - valued fuzzyidence matrix. As in the case of IVFAM, we can see
that an IVFG is not completely determined by its IVFIM.

Graph theoretic terms used in this work are either standaadleoexplained as and when they first appear. We consider
only simple connected undirected graphs. That is, graptismiltiple edges and loops are not considered. Throughout
the paper, we tak& = (A,B) as an IVFG on the crisp grapgg* = (V,E) with |V| = n and|E| = m. For the interval
valued fuzzy graph theory preliminaries used in this wodfer [1,6,7,8]and for the interval - valued fuzzy matrix
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preliminaries, referd, 9]. Studies on various types of fuzzy graphs such as bipolaenyfgraphs are available i8][and
[4]. We see some of the basic defintions now.

Definition 1. [1] Let G" = (V, E) be a crisp graph. Then an interval - valued fuzzy graph (IVE&gn G is defined as a
pair G = (A,B), where A= [, (X), 4x (X)] is an interval-valued fuzzy set on V andBug (xy), g (xy)] is an interval -
valued fuzzy set on E such thaf (xy) < min{p, (x), U ()} and g (xy) < min{u, (x), ux (y)} for all xy € E.

Definition 2. [7] The maximum of thg~ strength (minimum of thag values of the arcs in the path) of various paths

connecting u and v is called the~ strength of connectedness between u and v and is denotédgby”(u,v) or
NCONNs(u, V).

The maximum of thg™ strength (minimum of thgg values of the arcs in the path) of various paths connectingdina
is called theu™ strength of connectedness between u and v and is denofeg by’ (u,v) or PCONN;(u, V).

Definition 3. [5] An interval - valued fuzzy matrix (IVFM) of order xmn is defined as A= [ajj]mxn, Where A= [a;j] =
[aﬁ,aﬁ] , the if" element of A represents the membership value. All the etsroéan IVFM are intervals and all the
intervals are the subintervals of the intenjal 1].

Definition 4. [5] Let A= [ajj]mxn and B= [bij]nxp be two IVFMs. Then the product-B is the IVFM defined by A

B = [dij]mxp = [d],dijImxp Where ¢ = Vi_ia, Aby; and df = vi_ & Aby; where i=1,2,..mand j=1,2,...p

i.e., here ordinary addition and multiplication are repkxat by maximum and minimum respectively. This type of matrix
multiplication is called minmax multiplication.

Definition 5. Let A= [a;j] be a square IVFM of order n. Then the powers of Aféx n > 2is defined by A= A""1. A,

Definition 6. [8] Let G= (A, B) be an IVFG. Then the interval - valued fuzzy adjacency méwikAM) of G is the IVFM
with rows and columns corresponding taw, ..., V. Itis denoted by A = [&;;] where

)&, =100,0 if i=j,
a” B — — . . .
(&, a55] = (kg (vivy), kg (vivj)] if i#]

Some other concepts that are used in this work are providésifollowing table.

Notation | Concept
O(G) Order ofG [6]
S(G) Size of G [6]

d(u) Degree of a nodg[6]
td(u) Total degree of a nodd 6]
P Path in an IVFGT]

2 Interval valued Fuzzy node arc matrix
Definition 7.Let G= (A,B) be an IVFG on G = (V,E). Then the interval - valued fuzzy node - arc matrix (IVFNAR) o
G is the IVFM with rows and columns corresponding fowy, ... vi. It is denoted by = [nj;] where
N (U R P (ONT( (O R A
ij = _ _ e
(. ni] = (g (Vivy), pg (vivp)] i 0 # ]
RemarkClearly the IVFGG is completely determined by the corresponding IVFNAM.

The definition of IVFNAM leads to the folowing obvious progies.
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2.1 Properties of interval valued Fuzzy node arc matrix

(1) If G* hasn nodes, theiNg is a square IVFM of ordenm.

(2) Ng is a symmetric matrix.

(3) The sum of all entries in the row (or column)d§ gives the total degree of the corresponding node.
(4) Trace ofNg givesO(G).

(5) Sum of all entries oNg gives 5(G) + O(G).

(6) The diagonal entries Mg are greater than or equal to all the entries in the correspgmdw or column.

2.2 Connectedness strength

Definition 8. Let G= (A,B) be an IVFG on G = (V,E). Let y and v be any two nodes of Gf there exists at least
one path between and v, of length less than or equal tq then thep~ connectedness of strength k betwegand v,

is defined as the maximum of the strengths of all paths between them of length less than caleéqk. Similarly, u™
connectedness of strength k betweeamnd \; is defined as the maximum of thé strengths of all paths between them of
length less than or equal ta K there is no such pathy~ and u* connectedness of strength k is defined to be zero.

Lemma 1. Let G= (A, B) be an IVFG with n nodes andd\be the corresponding IVFNAM. LegN= Ps = [pij > pﬁ]. Then
forl1<i<j<n, B and p*l- give they~ and u* connectedness of strend2tbetween the nodes and v, respectively.
Moreover, j = [, (Vi) and g = pg (i)

Proof. Let G = (A,B) be an IVFG and\g be the corresponding IVFNAM. TheXg is also an IVFM. LetNE = Pg =
[Py Pyl Fori = j,p = Viea (M Ang) = ny = a (Vi) and pi = Vieg (e Ang) = ni = pa (V). Fori # |, pj =
Vieq (N A ny;)- Here k takes all values from 1 toincludingi and j. Hence the above equation can be rewritten as

Pij = Vicwkezi,j (Mg ANg) V (N Ang) V (i Anj)
= Vi1 ki j (M /\nkj)\/n v
= Vi ki j (M Ang)vn
= Vit ki j (Mg /\nkJ)VNB (Vi,Vj)
Thus, fori # j,
Pij = Vi ke, (Mg AN V g (Wi, V) (1)

Clearly, ug (vi,v;) represents tha~ strength of a path of length 1 betwegrandv;. Now we consider 2 cases.
Case - 1.1g (vi,vj) # 0. In otherwords, ar¢vi,v;) exists.

Subcase-1If there is no arc betweew andvy or no arc betweew andv;, thenn; A N = 0 and from equationi, Pij
gives theu~ strength of a path of length 1 betwegrandv; as there is n@; — vj path of length 2.

Subcase-2If there are arcs between andvi and between andvj, then,m Any; represent the:~ strength of a path
of length 2 between; andv; with v as an internal vertex. Then froequatior{1), p;j gives the maximum of thet™
strength of paths of length less than or equal to 2 betweandv;.

Hence from the above two subcases we can conclude thiagfgy P;j gives the maximum of thg~ strength of paths of
length less than or equal to 2 betwegmandv;.

Case - 2.lug (vi,vj) = 0. In otherwords, ar¢v;, vj) does not exist.
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Subcase-1.If there is no arc betweewm and v, or no arc betweerny andv;j for all k =1,2.....,n,k # i, then
Viekz,j (M ANy;) = 0. Thus from equationt), p;; = 0.

Here there is n&; —v; path of length equal to 2 and afg;,v;) does not exist. Hence we cannot find;a- v; path of
length less than or equal to 2. Hence from definit®ru~ connectedness of strength 2 between the nedasd v;
equals zero and thus the lemma follows.

Subcase-2If there are arcs betweanandvy, and betweeny andvj, then,n; A n; represent thet™ strength of a path
of length 2 betweem; andv; with vy as an internal vertex. Then from equatid, (pﬁ gives theu~ strength of paths of
length equal to 2 between andyv;.

Thus from the above two subcases also we can conclude that4qr P;j gives the maximum of thet~ strength of
paths of length less than or equal to 2 betweeandv;. In otherwords, foii # j, p;; gives theu™ connectedness of
strength 2 between the nodesindv;.

Similarly, fori # j, we can prove thapﬁ gives theu™ connectedness of strength 2 between the nudasdv;.

Lemma 2. Let G= (A, B) be an IVFG with n nodes andd\be the corresponding IVFNAM. LegN= Qg = 7 qur]. Then
forl<i<j<n, q9; and q*l- give they~ and u™ connectedness of strength k between the nod&sdw, respectively.
Further, g = i, (Vi) and g = pi (vi) Vi=1,2,...,n.

Proof. Let G = (A,B) be an IVFG and\g be the corresponding IVFNAM. We prove the lemma by the metbibd
mathematical induction on the powleof Ng. By lemmal, the statement is true fé&r= 2. Now, suppose that it is true
fork =m. LetNg = T = [t ,t;]]. Then by our assumption, fo= j, t; = pia (vi) andti” = py (vi) and fori # j, t;; and
tfjr give respectively thet~ andp™ connectedness of strengthbetween the nodes andv;.

Let Ng™* = Qg = [0, 0] Fori = j, oy = VR_y(ti Ang) =i = Ka (Vi) anda = VL (i Ang) = nif = kg (vi) for
alli=1,2,...,n.
Now, fori # j,

Gij = Vi (ti Angg) 2)

wheret, is the u~ connectedness of strengtihbetween the nodeg andvy. That is,t;, is the maximum of theu~
strength of all paths of length less than or equahtoetween the nodeg andvi. SinceG is connected, there exists paths
between every two nodesandvj. Now, we have three cases.

(1) There exists at least one— vy path of length less than or equalroand arg(vy, vj) exists
In this case, the above saifl— vi paths together with ar@s,v;) form v; —v; paths of length less than or equal to
m+ 1. Sincet, is the maximum of theu~ strength of all paths of length less than or equattbetween the nodes
v; andv, from equatiorQ,qH gives the maximum of thg ™~ strength of all paths of length less than or equahte 1
between the nodeg andv; and hence the lemma.

(2) There does not exist amy— vi path of length less than or equalrtofor all k.
In this case there will not exist arw— v; path of length less than or equaltot- 1 whether argv, vj) exists or not.
Hence from equatioa, a; =0, which by definitior8 is same as thg~ connectedness of strengthi+- 1 betweery,
andv; and hence the lemma.

(8) There exists at least one— v path of length less than or equalrmand arc(vg,Vv;) does not exit for all k. This is
not possible sinc& is connected.

Similarly, fori # j, we can prove thaqﬁ gives theu™ connectedness of strendtfbetween the nodes andv;.

© 2019 BISKA Bilisim Technology



NTMSCI 7, No. 3, 268-277 (2019)www.ntmsci.com BISKA 22

2.3 Reachability matrix

The reachability matrix of a fuzzy graph was introduced b #ad Bang in 10]. Analogous to this definition we define
the reachability matrix of an IVFG.

Definition 9. Let G= (A, B) be an IVFG on G = (V,E) and let Ns be the corresponding IVFNAM. Then the IVFI I8
called the reachability matrix of G if there exists a postiateger k such that@\lz Né“. The reachability matrix of G is
usually denoted by R= [ri;]

Theu~ andu™ strength of connectedness between any pair of nodes carsibedaztained using the reachability matrix
and is given by the following theorem.

Theorem 1. Let G= (A,B) be an IVFG and let i be the corresponding IVFNAM. LetgR= rjj = [rﬁ,rﬁ] be the
reachability matrix of GThen NCONN(v;,vj) = r;; and PCONN(v;, vj) =

Proof. Let G = (A, B) be an IVFG and leNg be the corresponding IVFNAM. L&g = rjj = [rj, riJJf] be the reachability
matrix of G. By the definition of the reachability matriRg is the reachability matrix o6 if there exists a +ve integdr
such thatRg = N& = N§™. Let N& = [(m)®,(n})®M] and N§™ = [(nj)&D, (n)*D]. Then we have
r; = (m;)® = (n;). By lemma2, (n;)® represents the maximum of the™ strength of all paths of length less
than or equal t& between the nodes andv;. Since(n;;)® = (nj;)*?) the maximum of the:~ strength of all paths of
length less than or equal tobetween the nodes andv; is same as the maximum of the strength of all paths of
length less than or equal to+ 1 between the nodes andv;. Again we haveN§ = N = N§H2 = N§™ = ... Hence
using the above argument, we can conclude nﬁa& (nﬁ)“‘) represents the maximum of the  strength of all paths
between the nodes andv;. ThereforeNCONNs(vi, vj) =rjj .

Similarly, we can prove tha&CONN; (v, Vj) = r,JJr
Now we see an illustration.

Example 1.Consider the IVFG5 = (A, B) given in Figurel.

Fig. 1: Example to illustrate theorefn

By definition 2, CONNs(a,b) = [NCONNs(a,b), PCONNs(ab)] = [0.1,0.3, CONNs(ac) = [0.1,0.3],
CONNs(a,d) = [0.1,0.3], CONNs(b, ¢) = [0.2,0.4], CONNs(b,d) = [0.1,0.3] andCONNs(c,d) = [0.1,0.3].
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This can also be obtained from the corresponding IVFNAM hyigipg theoreml. Using definition?,

0.2,0.3] [0.1,0.2] [0.0,0.0] [0.1,0.3

l 0.2,0.3] [0.1,0.2] [0.1,0.3] [0.1,0.3
0.3,0.5)

[ [ [ [ | [ ] [ [ [ |
N — |[01.02] 0.2,04][00,00/ . > [01,02[0305[0204][0103
¢~ 110.0,0.0] [0.2,0.4] [0.2,0.4] [0.1,0.3] N Ne= [0.1,0.3] [0.2,0.4] [0.2,0.4] [0.1,0.3] |’
(0.1,0.3] [0.0,0.0] [0.1,0.3] [0.1,0.6] [0.1,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.6]
0.2,0.3][0.1,0.3] [0.1,0.3] [0.1,0.3 0.2,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.3
G — G —

0.1,0.3] [0.2,0.4] [0.2,0.4] [0.1,0.3
0.1,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.6

0.1,0.3] [0.2,0.4] [0.2,0.4] [0.1,0.3

[ ] [ ] | [ ] [ ]
s |[0.1,0.3][0.2,0.5] [0.2,0.4] [0.1,0.3] 4 [[0.1,03
[ ] [ [ [ ] [ ]
[ ] [ [ [ ] [0.1,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.6

[ ] [ [ ]
[0.2,0.5] [0.2,0.4] [0.1,0.3]
[ [ [ |
[ [ [ ]

Here, sinceNS = N¢, the reachability matrixRs = N3. Hence by theoreni, CONN;(a,b) = [NCONN;(a,b),
PCONNs(a,b)] = [0.1,0.3], CONNs(a,c) = [0.1,0.3, CONNs(a,d) = [0.1,0.3], CONNs(b,c) = [0.2,0.4],
CONNs(b,d) =[0.1,0.3], CONNs(c,d) = [0.1,0.3].

Theorem 2The reachability matrix of a Complete Interval Valued Fu@zrgph (CIVFG) G is G itself.

Proof. Let G be a CIVFG onG* = (V,E). Then by definition of a CIVFGug (xy) = min(u;( ), Ha (Y)) and

uB (xy) min(ps (X), gi (y)) for all x,y € V. LetNg = N} ,nfjr] be the IVFNAM of G. Then fori = j, n; = u, (vi) and

= Ha (i) and fori # j, nj = pig (vi,Vj) = min(p, (Vi), Ha (vj)) @ndnij = pg (vi,Vj) = min(pa (V). Ha (V))-
Let NE=Ps = [ij + p”] Then by lemmél for i = j, p; = U, (Vi) and pII = px(vi). And fori # j, p;; and pﬁ gives
respectively theu~ and u™ connectedness of strength 2 between the natlesid v;. From equationl, we have
P = \/E:Lk#j (Mg A nk’j) V Hg (Wi, V). SinceG* is complete, for ank, viwv;j is a path inG*. Then there are 2 cases.

Case 1. U, (Vi) < min(u, (Vi), Ma (vj)) for everyk. In this case,

Pij = ik, j (M A N) V g (i, Vi)

g (Vi; Vi) A g (Vie, Vi) V b (Vi, Vi)

Min(pia (Vi) Ha (Vi) Amin(ua (Vio), Ha (V) V Mg (Vi Vj)
= Vica ki, (MIn(H (M), B (W) Ha (V1)) V Hg (V5 V))

= Vi 1k j (MIin(pa (Vi) min(pa (Vi) Ha (V1)) V Hg (i, Vj)

= Vi1 ki jHa (V) vV min(pa (Vi), Ha (V)

= min(gi (Vi), b (Vi)

= Vi 1k
= Vi 1k

(
i (
i (
i (

Case 2. U, (Vi) > min(u, (i), 4a (vj)) for everyk. Here,

n

Pij = VienkeA, (Mic A V Hg (Vi, V)
= \/Ezl,k;ﬂ i (Mg (Vis Vi) A g (Vk, Vi) V Mg (Vi, Vj)
= Vi iz, j (MIN(HA (Vi) Ha (Vi) Amin(ps (Vi) B (V)))) V Hg (Vi Vj)
(
(

= Vi1 ke, j (MIN(Ha (Vi) Ha (Vk)s Ba (Vi) V Mg (Vi,V))
= Vi_1 ks j (Min(py (Vi) min(pa (), Ha (Vi) V Mg (i, V)
= min(s (Vi), U (Vi) Vmin(Ly (i), Ha (V)

)s Ha (V)))-

— min(p, (v

Vi

’

Vi

’
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Table 1: Types of arcs.

Name Requirement
a” strong | Hg-(U,v) > NCONNs_ () (U,V)
a’ strong | pg+ (U,v) > PCONNs_ (i) (U, V)
a strong a~ strong anch ™ strong

B~ strong | pg-(u,v) = NCONNs_ () (U,V)
B* strong | pg+(u,v) = PCONNs_ (y\) (U, V)
B strong B~ strong an@™ strong
o strong a~ strong ang3™ strong
Ba strong B~ strong andx ™ strong
d-arc Mg~ (U,v) <NCONNs_ () (U,V)
dTarc Hg+ (U,v) <PCONN;_(yy)(u,V)
d arc o arcanddtarc
ad a~strongandd™
Bo B~ strongando™
oa 0~ anda*strong
o3 o0~ andBTstrong

Similarly, we can prove thap;; = min(pix (Vi), 4a (vj)) Hence from the above two cases, we can see Naat NZ.
Therefore, the reachability matrix & is G itself.

Corollary 1. Let G= (A,B) be a CIVFG. Then-(u,v) = NCONN;(u,v) and pg+ (u,v) = PCONN;(u, V) for all arcs
(u,v) € G.

Proof. Follows from theorem. and theoren?.

Next we propose an algorithm to determine the nature of aremilVFG using IVFNAM. See the tablefor various
types of arcgu,Vv) in an IVFG,G and their requirements to be of that typle[

2.4 Algorithm for determining the nature of;,v;)(i # j) arc of an IVFG

LetG be an IVFG omnodes. A non zero non diagonal entxy of the corresponding IVFNANNg indicates the existence
of a(v;,v;) arc. The nature of such an arc can be determined using tloevinty steps.

(1) Write the IVFNAMNg = njj corresponding t@.
(2) Form the new matrifg_ Vi) by replacing the entries; andnj by [0,0]. Let it beSs.
(3) LetR =s1,S2,...,Sj,...,Sn denotes thé" row of K.
Obtain the nevg; by the following procedure.
sj(new = Vi_;(sk(old) Ascj(old))
(4) Do step 3for every paifi,j=1,2,...n.
(5) Form the matri>N(237<Vi,Vj) = [sj (new)]
(6) Repeat steps.&nd 4 with sgsreplaced by those obtained in step 3
(7) Form the matri>N(?3"7(Vi vy = [si(new)
(8) Again repeat steps and 4 with sgsreplaced by those obtained in step 6
. . ke _ k41
(9) Continue this process unhIGf(vi v = NGf Viv))
(10) FormRg_(y v;) = [rij.rij+] = N(k;f(vi,vj)’ the reachability matrix oG — (vi, ;)
(11) Findd;; =n; —rj; andd; = n —r;}
(12) Depending on the values (ﬁ anddiJjr make the following conclusions:
() dj >0,dj >0= (v,vj) is a strong
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(i) dj =0.d =
(ii)) djj >0.d; =
(iv) d*—O,d,JJr>0:> Vi, Vj

= (vi,vj) is B strong
= (ViV
(Vi
(v) dj <O df <0= (w,vj
(Vi,Vj
(Vi
(Vi,Vj
(Vi,Vj

)

) is af3 strong
) is Ba strong
Ne ) is a o arc
(vi) d*>0,d,jf<0¢ Vi, Vi)
(vii) dj =0,d} <0= (v,v))
(viii) d*<0,df]r>0¢ Vi, Vi)
(ix) dj <0,df =0= (vi,v)

is a ad arc
is a Bo arc
is a éa arc
is a 0f3 arc

3 Interval valued Fuzzy incidence matrix

Definition 10. Let G= (A,B) be an IVFG. Then the interval - valued fuzzy incidence métigIM) of G is the IVFM
with rows corresponding toivvs, ... vy and columns corresponding t@,e;, . .. en. It is denoted by E = [g;] where

o — [6).6] = [ug (), ug (g))] if the fh arc has one end iy
: [0,0] otherwise

3.1 Properties of Interval Valued Fuzzy Incidence Matrix

(1) Egis anx mmatrix

(2) Each column consists of exactly two non - zero equal entis each arc is incident with exactly two nodes.
(3) The sum of all entries in the row correspondingitgives the degree of.

(4) The sum of all entries d&g gives twiceSs .

The next theorem relates the IVFIM of an IVR&to the IVFNAM of the line graph ofs. We denote b)Eg, the transpose
of the matrixEg

Theorem 3.Let G= (A, B) be an IVFG with IVFIM k5. Then B Eg = N_ () where L(G) denotes the line graph of G.

Proof. Let G = (A,B) be an IVFG withn nodes andn arcs.Also letEg be the corresponding IVFIM. Clearlig is a
n x msymmetric IVFM. Hence&l is am x n symmetric IVFM. Therefor&lEg is amx mIVFM. Let ELEg = [djj] =
[dij-.dij+] . LetL(G) be the line graph of. We have to show tha Eg = N, (g).

Let ) )
[ary.ayy] (@, a5, - [ag),a7)] - [Agy, a1y
821,851 [850,85,) - [85),85;] - - - [Bom B3]
S - o
la.ay [ap.ap] - [&.&)] - [@&m &
_[a’rTl’aTJ‘lrl] [aT:27a'j1»2] . [ 7Jaa1J‘|rJ] [aam7 a’{j:m]
Then _ -
[agy,apy] (851,85, ... [ag, &) ... [ay,ay]
(A, af,) (85,85, ... [an, &) ... [apah)
EL = -

o) (e o]

L[ Bgrn] (B 5] - [a1m7a1m] -+ [Bnm 3
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LetELEG = [dij] = [dijf,dfjr]. Clearly, from the above two IVFMs, when= |
dij = [ag Aay] V[ag Aayl V.- Ve ATV agi Ay
=aj;VayV---Vay V.- Vay
= Hg (&)

Similarly, df = pg (). Wheni # j,
dy = lag Aag] V(3 A3y Vv 3y A3 Ve Vg Aay)

=min(yg (&), g (ej)) if e and g are incident

=0 otherwise

Similarly,
gt — min(ug (&), Mg (g))) if e and g are incident
N 0 otherwise
Thus the diagonal entriesdi,i = 1,2,...m) of ELEg are the membership degrees of the corresponding

arcsg,i =1,2,...m). Also d;; is non zero if and only i& andej are incident, the non zero value being the minimum of
membership degrees ef andej. Now, clearly by the definition of the line graph Gfand IVFNAM, E(TBEG is same as

NL(G)-

Definition 11. Let G= (A, B) be an IVFG. Then the interval - valued fuzzy node matrix (IMFNf G is the IVFM with
rows and columns corresponding tg v, ..., V. It is denoted by M = [m;] where

[0,0] otherwise

m; = {[”‘iv”ﬂ'] =[x (), i (v)] i i=1],

Obviously,Mg is a diagonal matrix and trace bfg = O(G) .

Theorem 4.Let G= (A, B) be an IVFG with IVFAM &, IVENAM Ns and IVENM Ms. Then A = Ng — Mg where -’
denotes ordinary subtraction.

Proof. Proof follows from the definitions ofg, Ng andMg.

In crisp graph theory, adjacency matrix of the line graph gfaphG with n nodes andn arcs is related to the incidence
matrix of G by the formulaA(L(G)) = B'B — 2I, whereB is the incidence matrix ankh, denotes the identity matrix of
orderm[2]. Butin IVFGs, IVFAM of the line graph of an IVFG with n nodes anan arcs is related to the IVFIM o
by the following theorem.

Theorem 5.Let G= (A, B) be an IVFG with IVFIM ks and IVFNM Ms. Then A ) = ELEc— M (g) Where L(G) denotes
the line graph of G.

Proof. Follows directly fromtheorem3 and theoremt.

4 Conclusion

In this paper, we have shown that Inteval-Valued Fuzzy Gs4pH-G) can be completely represented using a special type
of Inteval Valued Fuzzy Matrix called Inteval Valued Fuzzgdé Arc Matrix (IVFNAM). Then we defined reachability
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matrix of an IVFG using IVFNAM and proved that the strengthcofhinectedness between any two pair of vertices in an
IVFG can be found using the corresponding reachability imatWe proposed an algorithm to determine the nature of
arcs in an IVFG using the reachability matrix. We also defilmeeval Valued Fuzzy Incidene Matrix and Inteval Valued
Fuzzy Node Matrix of an IVFG, studied their properties anthleshed relationships between those matrices. We have
also found a relationship between IVFIM and the IVFNAM of tt@responding line graph.
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