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#### Abstract

In this paper, we explore the existence of the mild solution for nonlinear neutral functional mixed-Volterra integrodifferential evolution equations with the nonlocal condition. The findings are achieved by implementing the fractional power of operators and Sadovskii's fixed point theorem. As an application, a controllability problem is discussed for the considered systems.
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## 1 Introduction

Several authors [1-5] have investigated the theory of neutral differential equations in Banach spaces. A neutral functional differential equation is one in which the derivatives of the past history or derivatives of functionals of the past history are implied as well as the present state of the system. Neutral differential equations emerge in problems dealing with electric networks containing lossless transmission lines. Such networks appeared, for example, in high speed computers where lossless transmission lines are applied to interconnect switching circuits.

To make the use of the method of semigroups, Pazy [6] examined the existence and uniqueness of mild, strong and classical solutions of semilinear evolution equations. Balachandran et al. [7] analyzed the existence of results for nonlinear abstract neutral differential equations with time varying delays of the form

$$
\begin{align*}
\frac{d}{d x}\left[x(t)+F\left(t, x(t), x\left(b_{1}(t)\right), \ldots, x\left(b_{m}(t)\right)\right)\right] & =A x(t)+G\left(t, x(t), x\left(a_{1}(t)\right), \ldots, x\left(a_{n}(t)\right)\right)  \tag{1}\\
x(0) & =x_{0},
\end{align*}
$$

where $t \in J=[0, a], A$ is the infinitesimal generator of a compact analytic semigroup of bounded linear operators $T(t)$ in a Banach space $X$ by employing Schaefer fixed point theorem. The same class of neutral equation with nonlocal condition is also investigated by Fu and Ezzinbi [8] by applying Sadovskii's fixed point theorem.

The nonlocal Cauchy problem was first evaluated by Byszewski [9]. The significance of the problem comprises in the fact that it is more general and has a finer effect than the classical initial condition. In the past many years, theorems about existence, uniqueness and stability of differential and functional differential abstract evolution Cauchy problem with nonlocal conditions have been worked by different authors [10, 11].

The authors [12,13] studied the existence of solutions for neutral functional integrodifferential equations in Banach spaces. Recently, Manimaran et al. [14] examined the existence of solutions for neutral functional integrodifferential evolution equations with nonlocal conditions by applying the fractional power of operators and Sadovskii's fixed point theorem. Kumar et.al [15] proved the mild solution of the impulsive fractional integrodifferential equation with nonlocal conditions in Banach spaces by using fractional calculus and fixed point theorem. Munusamy et. al [16] showed the existence of solutions for some functional integrodifferential equations with nonlocal conditions to
establish the results by using the resolvent operator theory and Sadovskii-Krasnosel'skii type of fixed point theorem. The authors $[17,18]$ established the existence as well as controllability results of different classes of integrodifferential equations in abstract spaces.

In the following paper, we investigate the existence of mild solution of the evolution equation of the form

$$
\begin{gather*}
\frac{d}{d x}\left[x(t)+F\left(t, x(t), x\left(b_{1}(t)\right), \ldots, x\left(b_{m}(t)\right)\right)\right]+A x(t)=G\left(t, x(t), x\left(a_{1}(t)\right), \ldots, x\left(a_{n}(t)\right)\right) \\
+H\left(t, x(t), \int_{0}^{t} k(t, s, x(s)) d s, \int_{0}^{T} g(t, s, x(s)) d s\right), t \in J=[0, T]  \tag{2}\\
x(0)+h(x)=x_{0}
\end{gather*}
$$

where $-A$ generates an analytic semigroup and $F, G, H, k, g, h$ are given functions to be specified later. The findings are the generalization and continuation of some results (see [6-8] ).

## 2 Preliminaries

All over the paper $X$ will be a Banach space with norm $\|$.$\| . Let -A be the infinitesimal generator of a compact analytic$ semigroup of uniformly bounded linear operators $S(t)$. Assume that $0 \in \rho(A)$, then define the fractional power $A^{\alpha}$, for $0 \leq \alpha \leq 1$, as a closed linear operator on its domain $D\left(A^{\alpha}\right)$. Also, the subspace $D\left(A^{\alpha}\right)$ is dense. Additionally, $D\left(A^{\alpha}\right)$ is a Banach space under the norm

$$
\begin{equation*}
\|x\|_{\alpha}=\left\|A^{\alpha} x\right\|, x \in D\left(A^{\alpha}\right) \tag{3}
\end{equation*}
$$

which is expressed by $X_{\alpha}$. Then for every $0<\alpha \leq 1, X_{\alpha} \rightarrow X_{\beta}$ for $0<\beta<\alpha \leq 1$ and the imbedding is compact whenever the resolvent operator of $A$ is compact. The properties will be used for the semigroup $S(t)$ which is given below.
1.There is a $M \geq 1$ such that $\|S(t)\| \leq M$ for each $0 \leq t \leq T$;
2.For any $\alpha>0$, there exists a positive constant $C_{\alpha}$ such that

$$
\begin{equation*}
\left\|A_{\alpha} S(t)\right\| \leq \frac{C_{\alpha}}{t^{\alpha}}, 0<t \leq T \tag{4}
\end{equation*}
$$

We assume the conditions which are given below:
$\left(A_{1}\right) F:[0, T] \times X^{m+1} \rightarrow X$ is a continuous function, and there exists $\beta \in(0,1)$ and $L_{1}, L_{2}>0$ such that the function $A^{\beta} F$ satisfies the Lipschitz condition:

$$
\begin{equation*}
\left\|A^{\beta} F\left(s_{1}, x_{0}, x_{1}, \ldots, x_{m}\right)-A^{\beta} F\left(s_{2}, \bar{x}_{0}, \bar{x}_{1}, \ldots, \bar{x}_{m}\right)\right\| \leq L_{1}\left(\left|s_{1}-s_{2}\right|+\max _{i=0,1, \ldots, m}\left\|x_{i}-\bar{x}_{i}\right\|\right) \tag{5}
\end{equation*}
$$

for any $0 \leq s_{1}, s_{2} \leq T, x_{i}, \bar{x}_{i} \in X, \quad i=0,1,2, \ldots, m$; and the inequality

$$
\begin{equation*}
\left\|A^{\beta} F\left(t, x_{0}, x_{1}, \ldots, x_{m}\right)\right\| \leq L_{2}\left(\max \left\{\left\|x_{i}\right\|: i=0,1, \ldots, m\right\}+1\right) \tag{6}
\end{equation*}
$$

holds for any $\left(t, x_{0}, x_{1}, \ldots, x_{m}\right) \in[0, T] \times X^{m+1}$.
$\left(A_{2}\right)$ The function $G:[0, T] \times X^{n+1} \rightarrow X$ fulfills the following conditions:
1.For each $t \in[0, T]$, the function $G(t,):. X^{n+1} \rightarrow X$ is continuous and for each $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in X^{n+1}$ the function $G\left(., x_{0}, x_{1}, \ldots, x_{n}\right):[0, T] \rightarrow X$ is strongly measurable;
2.For each positive number $p \in \mathbb{N}$, there is a positive function $g_{p} \in L^{1}([0, T])$ such that

$$
\begin{gather*}
\sup _{\left\|x_{0}\right\|, \ldots,\left\|x_{n}\right\| \leq p}\left\|G\left(t, x_{0}, x_{1}, \ldots, x_{n}\right)\right\| \leq g_{p}(t) \\
\text { and }  \tag{7}\\
\lim _{p \rightarrow \infty} \inf \frac{1}{p} \int_{0}^{T} g_{p}(s) d s=\gamma_{1}<\infty
\end{gather*}
$$

$\left(A_{3}\right)$ The function $H:[0, T] \times X \times X \times X \rightarrow X$ satisfies the following conditions:
1.For each $t \in[0, T]$, the function $H(t, ., .,):. X \times X \times X \rightarrow X$ and for all $x, y, z \in X, H(., x, y, z):[0, T] \rightarrow X$ is strongly measurable.
2. For each positive number $r \in \mathbb{N}$, there exists a positive function $q_{r} \in L^{1}([0, T])$ such that

$$
\begin{gather*}
\sup _{\|x\| \leq r}\left\|H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right\| \leq q_{r}(s) \\
\text { and }  \tag{8}\\
\liminf _{r \rightarrow \infty} \frac{1}{r} \int_{0}^{T} q_{r}(s) d s=\gamma_{2}<\infty .
\end{gather*}
$$

$\left(A_{3}\right) a_{j}, b_{j} \in C([0, T] ;[0, T]), i=1,2, \ldots, n, j=1,2, \ldots, m ; h \in C(E ; X)$. Here and hereafter $E=C([0, T] ; X)$, and $h$ satisfies that
1.There exist positive constants $L_{3}$ and $L_{3}{ }^{\prime}$ such that $\|h(x)\| \leq L_{3}\|x\|+L_{3}{ }^{\prime}$ for all $x \in E$;
$2 . h$ is a completely continuous map.

## Theorem 2.1. (Sadovskii's Fixed Point Theorem [19])

Let $P$ be a condensing operator on a Banach space $X$, i.e., $P$ is continuous and takes bounded sets into bounded sets, and $\alpha(P(D)) \leq \alpha(D)$ for every bounded set $D$ of $x$ with $\alpha(D)>0$. If $P(E) \subset E$ for convex, closed and bounded set $E$ of $X$, then $P$ has a bounded point in $E$ (where $\alpha($.$) denotes the Kuratowski's measures of non-compactness).$

## 3 Existence of the Mild Solution

Definition 3.1. A continuous function $x():.[0, T] \rightarrow X$ is said to be a mild solution of the nonlocal Cauchy problem (2), if the function $A S(t-s) F\left(s, x(s), x\left(b_{1}(s)\right), \ldots, x\left(b_{m}(s)\right)\right), s \in[0, T)$ is integrable on $[0, T)$ and the following integral equation is verified:

$$
\begin{align*}
& x(t)=S(t)\left[x_{0}+F\left(0, x(0), x\left(b_{1}(0)\right), \ldots, x\left(b_{m}(0)\right)\right)-h(x)\right]-F\left(t, x(t), x\left(b_{1}(t)\right), \ldots, x\left(b_{m}(t)\right)\right) \\
&+\int_{0}^{t} A S(t-s) F\left(s, x(s), x\left(b_{1}(s)\right), \ldots, x\left(b_{m}(s)\right)\right) d s+\int_{0}^{t} S(t-s) G\left(s, x(s), x\left(a_{1}(s)\right), \ldots, x\left(a_{n}(s)\right)\right) d s  \tag{9}\\
&+ \int_{0}^{t} S(t-s)\left[H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] d s
\end{align*}
$$

Theorem 3.1.If assumptions $\left(A_{1}\right)-\left(A_{4}\right)$ are satisfied and $x_{0} \in X$, then the nonlocal Cauchy problem (2) has a mild solution provided that

$$
\begin{equation*}
L_{0}:=\left[(M+1) M_{0}+\frac{C_{1-\beta} T^{\beta}}{\beta}\right] L_{1}<1 \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{0} L_{2}+M\left(L_{3}+M_{0} L_{2}+\gamma_{1}+\gamma_{2}\right)+L_{2} \frac{C_{1-\beta} T^{\beta}}{\beta}<1 \tag{11}
\end{equation*}
$$

where $M_{0}=\left\|A^{-\beta}\right\|$.
Proof : For the sake of brevity, we rewrite that

$$
\begin{gather*}
\left(t, x(t), x\left(b_{1}(t)\right), \ldots, x\left(b_{m}(t)\right)\right)=(t, v(t)) \\
\text { and }  \tag{12}\\
\left(t, x(t), x\left(a_{1}(t)\right), \ldots, x\left(a_{n}(t)\right)\right)=(t, u(t)) .
\end{gather*}
$$

Define the operator $\psi$ on $E$ by the formula

$$
\begin{align*}
(\psi x)(t)= & S(t)\left[x_{0}+F(0, v(0))-h(x)\right]-F(t, v(t))+\int_{0}^{t} A S(t-s) F(s, v(s)) d s+\int_{0}^{t} S(t-s) G(s, u(s)) d s \\
& +\int_{0}^{t} S(t-s)\left[H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] d s, 0 \leq t \leq T \tag{13}
\end{align*}
$$

For each positive integer $p$, let

$$
\begin{equation*}
D_{p}=\{x \in E:\|x(t)\| \leq p, 0 \leq t \leq T\} . \tag{14}
\end{equation*}
$$

Then for each $p, D_{p}$ is obviously a bounded closed convex set in $E$. Since by (4) and (5) the following relation holds:

$$
\begin{equation*}
\|A S(t-s) F(s, v(s))\| \leq\left\|A^{1-\beta} S(t-s) A^{\beta} F(s, v(s))\right\| \leq \frac{C_{1-\beta}}{(t-s)^{1-\beta}} L_{2}(p+1) \tag{15}
\end{equation*}
$$

then from Bocher's theorem [20] it follows that $A S(t-s) F(s, v(s))$ is integrable on $[0, T]$, so $\psi$ is well defined on $D_{p}$. We claim that there exists a positive integer $p$ such that $\psi D_{p} \subseteq D_{p}$. If it is not true, then for each positive integer $p$, there is a function $x_{p}(.) \in D_{p}$, but $\psi x_{p} \notin D_{p}$, that is $\left\|\psi x_{p}(t)\right\|>p$ for some $t(p) \in[0, T]$, where $t(p)$ denotes $t$ is independent of $p$.On the other hand, we have

$$
\begin{gather*}
p<\left\|\left(\psi x_{p}\right)(t)\right\|=\| S(t)\left[x_{0}-h\left(x_{p}\right)+F\left(0, v_{p}(0)\right)\right]-F\left(t, v_{p}(t)\right)+\int_{0}^{t} A S(t-s) F\left(s, v_{p}(s)\right) d s \\
+\int_{0}^{t} S(t-s) G\left(s, u_{p}(s)\right) d s+\int_{0}^{t} S(t-s)\left[H\left(s, x_{p}(s), \int_{0}^{s} k\left(s, \tau, x_{p}(\tau)\right) d \tau, \int_{0}^{T} g\left(s, \tau, x_{p}(\tau)\right) d \tau\right)\right] d s \| \\
\leq\left\|S(t)\left[x_{0}-h\left(x_{p}\right)+F\left(0, v_{p}(0)\right)\right]\right\|+\left\|A^{-\beta} A^{\beta} F\left(t, v_{p}(t)\right)\right\|+\left\|\int_{0}^{t} A^{1-\beta} S(t-s) A^{\beta} F\left(s, v_{p}(s)\right) d s\right\| \\
+\left\|\int_{0}^{t} S(t-s) G\left(s, u_{p}(s)\right) d s\right\|+\left\|\int_{0}^{t} S(t-s)\left[H\left(s, x_{p}(s), \int_{0}^{s} k\left(s, \tau, x_{p}(\tau)\right) d \tau, \int_{0}^{T} g\left(s, \tau, x_{p}(\tau)\right) d \tau\right)\right] d s\right\|  \tag{16}\\
\leq M\left[\left\|x_{0}\right\|+L_{3} p+L^{\prime}+M_{0} L_{2}(p+1)\right]+M_{0} L_{2}(p+1)+\int_{0}^{t} \frac{C_{1-\beta}}{(t-s)^{1-\beta}} L_{2}(p+1) d s+M \int_{0}^{T} g_{p}(s) d s+M \int_{0}^{T} q_{r}(s) d s \\
\leq M\left[\left\|x_{0}\right\|+L_{3} p+L^{\prime}\right]+M_{0} L_{2}(p+1)(M+1)+\frac{T^{\beta}}{\beta} C_{1-\beta} L_{2}(p+1)+M \int_{0}^{T} g_{p}(s) d s+M \int_{0}^{T} q_{r}(s) d s .
\end{gather*}
$$

Dividing into both sides by $p$ and taking the lower limit as $p \rightarrow+\infty$, we get

$$
\begin{align*}
& M L_{3}+M_{0} L_{2} M+M_{0} L_{2}+\frac{T^{\beta}}{\beta} C_{1-\beta} L_{2}+M \gamma_{1}+M \gamma_{2} \geq 1 \\
& \Rightarrow M_{0} L_{2}+M\left(L_{3}+M_{0} L_{2}+\gamma_{1}+\gamma_{2}\right)+\frac{T^{\beta}}{\beta} C_{1-\beta} L_{2} \geq 1 \tag{17}
\end{align*}
$$

This contradicts (11). Hence, for some positive integer $p$, we must have $\psi D_{p} \subseteq D_{p}$.
Next, we will show that the operator $\psi$ has a fixed point on $D_{p}$, which implies equation (2) has a mild solution. To this end, we decompose $\psi$ as $\psi=\psi_{1}+\psi_{2}$, where the operators $\psi_{1}, \psi_{2}$ are defined on $D_{p}$, respectively, by

$$
\begin{array}{r}
\left(\psi_{1} x\right)(t)=S(t) F(0, v(0))-F(t, v(t))+\int_{0}^{t} A S(t-s) F(s, v(s)) d s \\
\text { and } \\
\left(\psi_{2} x\right)(t)=S(t)\left[x_{0}-h(x)\right]  \tag{18}\\
+\int_{0}^{t} S(t-s) G(s, u(s)) d s+\int_{0}^{t} S(t-s)\left[H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] d s
\end{array}
$$

for $0 \leq t \leq T$, and we will verify that $\psi_{1}$ is a contraction while $\psi_{2}$ is a compact operator.

To prove that $\psi_{1}$ is a contraction, we take $x_{1}, x_{2} \in D_{p}$. Then for each $t \in[0, T]$ and by condition $\left(A_{1}\right)$ and (10), we have

$$
\begin{align*}
& \left\|\left(\psi_{1} x_{1}\right)(t)-\left(\psi_{1} x_{2}\right)(t)\right\| \leq\left\|S(t)\left[F\left(0, v_{1}(0)\right)-F\left(0, v_{2}(0)\right)\right]\right\|+\left\|F\left(t, v_{1}(t)\right)-F\left(t, v_{2}(t)\right)\right\| \\
& +\left\|\int_{0}^{t} A S(t-s)\left[F\left(s, v_{1}(s)\right)-F\left(s, v_{2}(s)\right)\right] d s\right\| \\
& \leq(M+1) M_{0} L_{1} \sup _{0 \leq s \leq T}\left\|x_{1}(s)-x_{2}(s)\right\|+\int_{0}^{t} \frac{C_{1-\beta}}{(t-s)^{1-\beta}} L_{1} \sup _{0 \leq s \leq T}\left\|x_{1}(s)-x_{2}(s)\right\| d s  \tag{19}\\
& \leq L_{1}\left[(M+1) M_{0}+\frac{C_{1-\beta} T^{\beta}}{\beta}\right] \sup _{0 \leq s \leq T}\left\|x_{1}(s)-x_{2}(s)\right\| \leq L_{0} \sup _{0 \leq s \leq T}\left\|x_{1}(s)-x_{2}(s)\right\|
\end{align*}
$$

Thus $\left\|\psi x_{1}-\psi x_{2}\right\| \leq L_{0}\left\|x_{1}-x_{2}\right\|$.
So by assumption $0<L_{0}<1$, we see that $\psi_{1}$ is a contraction.
To prove that $\psi_{2}$ is compact, firstly we prove that $\psi_{2}$ is continuous on $D_{p}$. Let $\left\{x_{n}\right\} \subseteq D_{p}$ with $x_{n} \rightarrow x$ in $D_{p}$, then by $\left(A_{2}\right)(i)$, we have

$$
\begin{equation*}
G\left(s, u_{n}(s)\right) \rightarrow G(s, u(s)), \text { as } n \rightarrow \infty . \tag{20}
\end{equation*}
$$

$$
\begin{align*}
& H\left(t, x_{n}(t), \int_{0}^{t} k\left(t, s, x_{n}(s)\right) d s, \int_{0}^{T} g\left(t, s, x_{n}(s)\right) d s\right) \rightarrow H\left(t, x(t), \int_{0}^{t} k(t, s, x(s)) d s, \int_{0}^{T} g(t, s, x(s)) d s\right), \\
& \text { as } n \rightarrow \infty \tag{21}
\end{align*}
$$

Since $\left\|G\left(s, u_{n}(s)\right)-G(s, u(s))\right\| \leq 2 g_{p}(s)$ and

$$
\begin{equation*}
\left\|H\left(t, x_{n}(t), \int_{0}^{t} k\left(t, s, x_{n}(s)\right) d s, \int_{0}^{T} g\left(t, s, x_{n}(s)\right) d s\right)-H\left(t, x(t), \int_{0}^{t} k(t, s, x(s)) d s, \int_{0}^{T} g(t, s, x(s)) d s\right)\right\| \leq 2 q_{r}(s), \tag{22}
\end{equation*}
$$

by the dominated convergence theorem, we have

$$
\begin{gather*}
\left\|\psi_{2} x_{n}-\psi_{2} x\right\|=\sup _{0 \leq s \leq T} \| S(t)\left[h(x)-h\left(x_{n}\right)\right]+\int_{0}^{t} S(t-s)\left[G\left(s, u_{n}(s)\right)-G(s, u(s))\right] d s+\int_{0}^{t} S(t-s) \times \\
{\left[H\left(s, x_{n}(s), \int_{0}^{s} k\left(s, \tau, x_{n}(\tau)\right) d \tau, \int_{0}^{T} g\left(s, \tau, x_{n}(\tau)\right) d \tau\right)-H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] d s \|} \\
\rightarrow 0, \text { as } n \rightarrow \infty \text { i.e. } \psi_{2} \text { is continuous. } \tag{23}
\end{gather*}
$$

Next, we prove that $\left\{\psi_{2} x: x \in D_{p}\right\}$ is a family of equicontinuous functions. To see this we fix $t_{1}>0$ and let $t_{2}>t_{1}$ and $\varepsilon>0$ be enough small. Then

$$
\begin{align*}
& \|\left(\psi_{2} x\right)\left(t_{2}\right)-\left(\psi_{2} x\right)\left(t_{1}\right)\|\leq\| S\left(t_{2}\right)-S\left(t_{1}\right)\| \| x_{0}-h(x)\left\|+\int_{0}^{t_{1}-\varepsilon}\right\| S\left(t_{2}-s\right)-S\left(t_{1}-s\right)\| \| G(s, u(s)) \| d s \\
& \quad+\int_{t_{1}-\varepsilon}^{t_{1}}\left\|S\left(t_{2}-s\right)-S\left(t_{1}-s\right)\right\|\|G(s, u(s))\| d s+\int_{t_{1}}^{t_{2}}\left\|S\left(t_{2}-s\right)\right\|\|G(s, u(s))\| d s \\
&+\int_{0}^{t_{1}-\varepsilon}\left\|S\left(t_{2}-s\right)-S\left(t_{1}-s\right)\right\|\left\|H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right\| d s  \tag{24}\\
&+\int_{t_{1}-\varepsilon}^{t_{1}}\left\|S\left(t_{2}-s\right)-S\left(t_{1}-s\right)\right\|\left\|H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right\| d s \\
& \quad+\int_{t_{1}}^{t_{2}}\left\|S\left(t_{2}-s\right)\right\|\left\|H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right\| d s
\end{align*}
$$

Noting that $\|G(s, u(s))\| \leq g_{p}(s)$ and $g_{p}(s) \in L^{\prime}$, we see that $\left\|\left(\psi_{2} x\right)\left(t_{2}\right)-\left(\psi_{2} x\right)\left(t_{1}\right)\right\|$ tends to zero independent of $x \in D_{p}$ as $t_{2}-t_{1} \rightarrow 0$ since the compactness of $S(t)(t>0)$ implies the continuity of $S(t)(t>0)$ in $t$ in the uniform operators topology. We can prove that the functions $\psi_{2} x, x \in D_{p}$ are equicontinuous at $t=0$. Hence, $\psi_{2}$ maps $D_{p}$ into a family of equicontinuous functions.
It remains to prove that $V(t)=\left\{\left(\psi_{2} x\right)(t): x \in D_{p}\right\}$ is relatively compact in $X . V(0)$ is relatively compact in $X$. Let $0 \leq t \leq T$ be fixed and $0<\varepsilon<t$. For $x \in D_{p}$, we define

$$
\begin{gather*}
\left(\psi_{2, \varepsilon} x\right)(t)=S(t)\left[x_{0}-h(x)\right]+\int_{0}^{t-\varepsilon} S(t-s) G(s, u(s)) d s \\
+\int_{0}^{t-\varepsilon} S(t-s)\left[H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] d s  \tag{25}\\
=S(t)\left[x_{0}-h(x)\right]+S(\varepsilon) \int_{0}^{t-\varepsilon} S(t-\varepsilon-s) G(s, u(s)) d s \\
+S(\varepsilon) \int_{0}^{t-\varepsilon} S(t-\varepsilon-s)\left[H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] d s
\end{gather*}
$$

Then from the compactness of $S(\varepsilon)(\varepsilon>0)$, we obtain $V_{\varepsilon}(t)=\left\{\left(\psi_{2, \varepsilon} x\right)(t): x \in D_{p}\right\}$ is relatively compact in $X$ for every $\varepsilon, 0<\varepsilon<t$. Moreover, for every $x \in D_{p}$, we have

$$
\begin{align*}
&\left\|\left(\psi_{2} x\right)(t)-\left(\psi_{2}, \varepsilon x\right)(t)\right\| \\
& \leq \int_{t-\varepsilon}^{t}\|S(t-s) G(s, u(s))\| d s+\int_{t-\varepsilon}^{t} \| S(t-s)\left[H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] \| d s  \tag{26}\\
& \leq M \int_{t-\varepsilon}^{t} g_{p}(s) d s+M \int_{t-\varepsilon}^{t} q_{r}(s) d s
\end{align*}
$$

Therefore, there are relatively compact sets arbitrarily close to the set $V(t)$. Hence the set $V(t)$ is also relatively compact in $X$.
Thus $\psi_{2}$ is a compact operator by the Arzela-Ascoli theorem. These logics allow us to deduce that $\psi=\psi_{1}+\psi_{2}$ is a condensing map on $D_{p}$, and by the fixed point theorem of Sadovskii there exists a fixed point $x\left(\right.$.) for $\psi$ on $D_{p}$. Therefore, the equation (2) has a mild solution, and the proof is completed.

## 4 Application

As an application of Theorem3.1, we shall consider the system (2) with control parameter such as:

$$
\begin{gather*}
\frac{d}{d x}\left[x(t)+F\left(t, x(t), x\left(b_{1}(t)\right), \ldots, x\left(b_{m}(t)\right)\right)\right]+A x(t)=C w(t)+G\left(t, x(t), x\left(a_{1}(t)\right), \ldots, x\left(a_{n}(t)\right)\right) \\
+H\left(t, x(t), \int_{0}^{t} k(t, s, x(s)) d s, \int_{0}^{T} g(t, s, x(s)) d s\right), t \in J=[0, T]  \tag{27}\\
x(0)+h(x)=x_{0}
\end{gather*}
$$

where the control function $w($.$) is given in L^{2}(J, W)$ - the Banach space of admissible control function with $W$ as a Banach space and $C$ is a bounded linear operator from $W$ into $X$. The mild solution of the system (27) is given by

$$
\begin{gather*}
x(t)=S(t)\left[x_{0}+F(0, v(0))-h(x)\right]-F(t, v(t))+\int_{0}^{t} A S(t-s) F(s, v(s)) d s \\
+\int_{0}^{t} S(t-s)\left[C w(s)+G(s, u(s))+H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] d s \tag{28}
\end{gather*}
$$

Definition 4.1. The system (27) is said to be controllable on the interval $J$ if for every $x_{0}, x_{1} \in X$, there exists a control $w \in L^{2}(J, W)$ such that the mild solution $x($.$) of (27) satisfies$

$$
\begin{equation*}
x(0)+h(x)=x_{0} \text { and } x(T)=x_{1} . \tag{29}
\end{equation*}
$$

To establish the result, we need the following additional condition:
$\left(A_{5}\right)$ The linear operator $Q: L^{2}(J, W) \rightarrow X$ defined by

$$
\begin{equation*}
Q w=\int_{0}^{T} S(T-s) C w(s) d s \tag{30}
\end{equation*}
$$

has an induced inverse operator $\tilde{Q}^{-1}$, which takes values in $L^{2}(J, W) / \operatorname{ker} Q$ and there exists a positive constant $M_{1}$ such that $\left\|C \tilde{Q}^{-1}\right\| \leq M_{1}$.

For the construction of the operator $Q$ and its inverse, see [21].

Theorem 4.1. If the assumptions $\left(A_{1}\right)-\left(A_{5}\right)$ are satisfied then the system (27) is controllable on $J$ if

$$
\begin{gather*}
L_{0}:=\left[(M+1) M_{0}+\frac{C_{1-\beta} T^{\beta}}{\beta}\right] L_{1}<1  \tag{31}\\
\left(1+M M_{1} T\right)\left(M L_{3}+M_{0} L_{2} M+M_{0} L_{2}+\frac{C_{1-\beta} L_{2} T^{\beta}}{\beta}+M \gamma_{1}+M \gamma_{2}\right)<1 \tag{32}
\end{gather*}
$$

Proof: Using the assumption $\left(A_{5}\right)$, for an arbitrary function $x$ (.), define the control

$$
\begin{align*}
& w(t)=\tilde{Q}^{-1}\left[x_{1}-S(T)\left\{x_{0}+F(0, v(0))-h(x)\right\}+F(T, v(T))-\int_{0}^{T} A S(T-s) F(s, v(s)) d s\right.  \tag{33}\\
& \left.-\int_{0}^{T} S(T-s)\left\{G(s, u(s))+H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right\} d s\right](t)
\end{align*}
$$

We shall show that when using this control the operator $\varphi$ defined by

$$
\begin{gather*}
(\varphi x)(t)=S(t)\left[x_{0}+F(0, v(0))-h(x)\right]-F(t, v(t))+\int_{0}^{t} A S(t-s) F(s, v(s)) d s \\
+\int_{0}^{t} S(t-s)\left[C w(s)+G(s, u(s))+H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right] d s, t \in J \tag{34}
\end{gather*}
$$

has a fixed point $x($.$) . Then this fixed point x($.$) is a mild solution of the problem (27), and we can easily verify$ that $x(T)=(\varphi x)(T)=x_{1}$. This means that the control $w$ steers the system from the initial state $x_{0}$ to $x_{1}$ in time $T$, which implies that the system is controllable.

Our aim is to prove that there exists a positive integer $p$ such that $\varphi D_{p} \subseteq D_{p}$. If possible, for each positive integer $p$, there is a function $x_{p}(.) \in D_{p}$, but $\varphi x_{p} \notin D_{p}$, that is $\left\|\varphi x_{p}(t)\right\|>p$ for $t \in[0, T]$, from

$$
\begin{gather*}
p<\left\|\left(\varphi x_{p}\right)(t)\right\|=\| S(t)\left\{x_{0}-h\left(x_{p}\right)+F\left(0, v_{p}(0)\right)\right\}-F\left(t, v_{p}(t)\right)+\int_{0}^{t} A S(t-s) F\left(s, v_{p}(s)\right) d s \\
+\int_{0}^{t} S(t-s) G\left(s, u_{p}(s)\right) d s+\int_{0}^{t} S(t-s)\left\{H\left(s, x_{p}(s), \int_{0}^{s} k\left(s, \tau, x_{p}(\tau)\right) d \tau, \int_{0}^{T} g\left(s, \tau, x_{p}(\tau)\right) d \tau\right)\right\} d s \\
+\int_{0}^{t} S(t-s) C \tilde{Q}^{-1}\left[x_{1}-S(T)\left\{x_{0}+F\left(0, v_{p}(0)\right)-h\left(x_{p}\right)\right\}+F\left(T, v_{p}(T)\right)-\int_{0}^{T} A S(T-s) F\left(s, v_{p}(s)\right) d s\right. \\
\left.-\int_{0}^{T} S(T-s)\left\{G\left(s, u_{p}(s)\right)+H\left(s, x_{p}(s), \int_{0}^{s} k\left(s, \tau, x_{p}(\tau)\right) d \tau, \int_{0}^{T} g\left(s, \tau, x_{p}(\tau)\right) d \tau\right)\right\}\right](s) d s \| \\
\leq M\left\{\left\|x_{0}\right\|+L_{3} p+L^{\prime}+\| A^{\left.-\beta_{A} \beta^{\beta} F\left(0, v_{p}(0)\right) \|\right\}+\left\|A^{-\beta} A^{\beta} F\left(t, v_{p}(t)\right)\right\|}\right. \\
+\left\|\int_{0}^{t} A^{1-\beta} S(t-s) A^{\beta} F\left(s, v_{p}(s)\right) d s\right\|+M \int_{0}^{T} g_{p}(s) d s+M \int_{0}^{T} q_{r}(s) d s  \tag{35}\\
+M_{1} M \int_{0}^{t}\left[\left\|x_{1}\right\|+M\left\{\left\|x_{0}\right\|+L_{3} p+L^{\prime}+\left\|A^{-\beta} A^{\beta} F\left(0, v_{p}(0)\right)\right\|\right\}+\left\|A^{-\beta} A^{\beta} F\left(T, v_{p}(T)\right)\right\|\right. \\
\left.+\left\|\int_{0}^{T} A^{1-\beta} S(T-s) A^{\beta} F\left(s, v_{p}(s)\right) d s\right\|++M \int_{0}^{T} g_{p}(s) d s+M \int_{0}^{T} q_{r}(s) d s\right] d s \\
\leq M\left[\left\|x_{0}\right\|+L_{3} p+L^{\prime}\right]+M_{0} L_{2}(p+1)(M+1)+\frac{C_{1-\beta} L_{2}(p+1) T^{\beta}}{\beta}+M \int_{0}^{T} g_{p}(s) d s+M \int_{0}^{T} q_{r}(s) d s \\
+M M_{1}\left[\left\|x_{1}\right\|+M\left\{\left\|x_{0}\right\|+M_{0} L_{2}(p+1)+L_{3} p+L^{\prime}\right\}+M_{0} L_{2}(p+1)+\int_{0}^{T} \frac{C_{1-\beta} L_{2}(p+1)}{(T-s)^{1-\beta} d s}\right. \\
\left.+\quad+M \int_{0}^{T} g_{p}(s) d s+M \int_{0}^{T} q_{r}(s) d s\right] T .
\end{gather*}
$$

Dividing into both sides by $p$ and taking the lower limit as $p \rightarrow \infty$, we get

$$
\begin{gather*}
1 \leq M L_{3}+M_{0} L_{2} M+M_{0} L_{2}+\frac{C_{1-\beta} L_{2} T^{\beta}}{\beta}+M \gamma_{1}+M \gamma_{2} \\
+M M_{1} T\left(M_{0} L_{2} M+L_{3} M+M_{0} L_{2}+\frac{C_{1-\beta} L_{2} T^{\beta}}{\beta}+M \gamma_{1}+M \gamma_{2}\right)  \tag{36}\\
\Rightarrow 1 \leq\left(1+M M_{1} T\right)\left(M L_{3}+M_{0} L_{2} M+M_{0} L_{2}+\frac{C_{1-\beta} L_{2} T^{\beta}}{\beta}+M \gamma_{1}+M \gamma_{2}\right) .
\end{gather*}
$$

However, this contradicts (32). Hence for positive integer $p, \varphi D_{p} \subseteq D_{p}$.
In order to apply Sadovskii's fixed point theorem, we decompose $\varphi$ as $\varphi=\varphi_{1}+\varphi_{2}$, where the operators $\varphi_{1}, \varphi_{2}$ are defined on $D_{p}$, by

$$
\left(\varphi_{1} x\right)(t)=S(t) F(0, v(0))-F(t, v(t))+\int_{0}^{t} A S(t-s) F(s, v(s)) d s
$$

$\left(\varphi_{2} x\right)(t)=S(t)\left[x_{0}-h(x)\right]+\int_{0}^{t} S(t-s) G(s, u(s)) d s+\int_{0}^{t} S(t-s)\left[H\left(s, x(s), \int_{0}^{t} k(t, \tau, x(\tau)) d \tau, \int_{0}^{T} g(t, \tau, x(\tau)) d \tau\right)\right] d s$

$$
\begin{align*}
& +\int_{0}^{t} S(t-s) C \tilde{Q}^{-1}\left[x_{1}-S(T)\left\{x_{0}+F(0, v(0))-h(x)\right\}+F(T, v(T))-\int_{0}^{T} A S(T-s) F(s, v(s)) d s\right. \\
& \left.\quad-\int_{0}^{T} S(T-s)\left(G(s, u(s))+H\left(s, x(s), \int_{0}^{s} k(s, \tau, x(\tau)) d \tau, \int_{0}^{T} g(s, \tau, x(\tau)) d \tau\right)\right) d s\right](s) d s \tag{37}
\end{align*}
$$

for $t \in J$. We have already proved that $\varphi_{1}$ verify a contraction condition. The proof that $\varphi_{2}$ is a compact operator can be completed by a similar manner as we have done it in Theorem 3.1, and hence it is omitted.

## 5 Conclusion

In this article, the existence of the mild solution for neutral functional mixed integrodifferential evolution equations with nonlocal conditions in general Banach spaces is discussed. We have applied fractional power of operators and Sadovskiiâs fixed point theorem to establish the result. An application is provided to illustrate the obtained result.

Acknowledgement
The authors express their sincere thanks to referees for their valuable comments.

## References

[1] Balachandran K \& Dauer JP, Existence of solutions of a nonlinear mixed neutral equations, Applied Mathematics letters, 11(1998) pp. 23-28.
[2] Henriquez HR, Periodic solutions of quasilinear partial functional differential equations with unbounded delay, Funkcialaj Ekvacioj, 37(1994) pp. 329 - 343.
[3] Henriquez HR, Regularity of solutions of abstract retarded functional differential equations with unbounded delay, Nonlinear Analysis Theory Methods and Applications, 22(1997) pp. 513-531.
[4] Hernandez E \& Henriquez HR, Existence results for partial neutral functional differential equations with unbounded delay, Journal of Mathematical Analysis and Applications, 221(1998) pp. 452-475.
[5] Ntouyas S K, Sficas YG \& Tsamatos PCh, Existence results for initial value problems for neutral functional differential equations, Journal of Differential Equations, 114(1994)pp. 527 - 537.
[6] Pazy A, Semigroups of Linear Operators and Applications to Partial Differential Equations, New York, Springer-Verlag, (1983), ISBN 978-1-4612-5563-5.
[7] Balachandran K, Kim JH \& Leelamani A, Existence results for nonlinear abstract neutral differential equations with time varying delays, Applied Mathematics E-Notes, 6 (2006)pp. 186-193.
[8] Ezzinbi K \& Fu X L, Existence of solutions for neutral functional differential evolution equations with nonlocal conditions, Nonlinear Analysis, 54(2003) pp. 215-227.
[9] Byszewski, L, Theorem about existence and uniqueness of a solution of a semilinear evolution nonlocal Cauchy problem, J. Math. Anal. Appl., 162(1991) pp. 496-505.
[10] Byszewski L \& Lakshimikantham V, Theorem about the existence and uniqueness of a solution of a nonlocal abstract Cauchy problem in a Banach space, Application Analysis, 40(1990) pp. 11-19.
[11] Lin Y \& Liu H, Semilinear integrodifferential equations with nonlocal Cauchy problem, Nonlinear Analysis, 26(1996)pp. 1023 1033.
[12] BalachandranK\&Sakthivel R, Existence of solutions of neutral functional integrodifferential equations in Banach space, Proceedings of the Indian Academic Sciences and Mathematical Sciences, 109(1999) pp. 325 - 332.
[13] Dauer JP \& Balachandran K, Existence of solutions of nonlinear neutral integrodifferential equations in Banach space, Journal of Mathematical Analysis and Applications, 251(2000) pp. 93-105.
[14] Manimaran S, Gunasekar T, Subramaniyan GV \& Samuel FP, Existence of solutions for neutral functional integrodifferential evolution equations with nonlocal conditions, Indian Journal of Science and Technology, 8(4)(2015)pp. 358 - 363.
[15] Kumar K \& Kumar R, Impulsive fractional integrodifferential equations with nonlocal conditions in Banach spaces, Asian Journal of Mathematics and Computer Research, 15(3)(2017) pp. 239-253.
[16] Munusamy K, Ravichandran C, Nisar KS \& Ghanbari B, Existence of solutions for some functional integrodifferential equations with nonlocal conditions, Mathematical Methods in the Applied Sciences, (2020) pp. 1-13. https: //doi.org/10.1002/mma.6698.
[17] Chen P, Zhang X \& Li Y, Existence and approximate controllability of fractional evolution equations with nonlocal conditions via resolvent operators, Fractional Calculus and Applied Analysis, 23(1)(2020) pp. 268-291.
[18] Shukla A \& Patel R, Controllability results for fractional semilinear delay control system, Journal of Applied Mathematics and Computing, 65(2021). https://doi.org/10.1007/s12190-020-01418-4.
[19] Sadovskii BN, On a fixed point principle, Funct. Anal. Appl., 1(1967) pp. $74-76$.
[20] Marle CM, Mesureset Probabilities, Herman, Paris.(1974), ISBN 27056576069782705657604.
[21] Quinn M D \& Carmichael N, An approach to nonlinear control problems using fixed point methods, degree theory and pseudoinverses, Numer. Funct. Anal. Optim. 7(1984-1985) pp. 197-219.

