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Abstract: This paper develops new strategies of factoring prime power moduli N = prqs also as known Generalized Takagi’s scheme

using method of continued fraction for 2 ≤ s < r. The paper proves that using an approximation of φ(N) = N +N
r+s−2

2r − 2N
r+s−1

2r ,
private keys k

d can be found from the convergents of the continued fractions expansion of e
N+N

r+s−2
2r −2N

r+s−1
2r

which leads to the

factorization of the moduli N = prqs in polynomial time . The paper further reports two cryptanalysis attacks which exploit the
security of the cryptosystem Ni = pr

i qs
i by solving generalized key equations of the type eid − kiφ(Ni) = 1 and eidi − kφ(Ni) = 1 using

simultaneous Diophantine approximation method and LLL algorithm to find the values of the unknown integers d,ki,φ(Ni) and
di,k,φ(Ni) respectively for i = 1,2, · · · j.
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1 Introduction

Public key cryptography is being considered and regarded as one of the major breakthrough in the field of information
security. Transmission of information electronically is sometimes exposed to the threat of being attacked by
eavesdroppers; this can be tackled through construction of strong encryption schemes. Among the public key
cryptosystems, RSA cryptosystem invented by Rivest, Shamir and Adleman is regarded as fast growing, reliable and
applicable cryptosystem due to its efficiency in providing confidentiality, integrity of the data being transmitted in an
insecure communication channels and verification of the entities involved in communication [1].

The security of the RSA modulus N = pq relied on the integer factorization problem where p and q are positive large
prime numbers of equal bit length. The equation ed − kφ(N) = 1 is called key equation where (e,N) and
(d,k,φ(N), p,q) are public and private keys respectively. RSA cryptosystem involves three processes of key generation,
encryption and decryption, details can be found in [2]. Many attacks of factoring modulus N = pq can be found in [3],
[5], [6], [7], [8] among others.

Cryptanalysis Attack on multi prime power modulus N = prq for r ≥ 2 was first reported by Takagi (1998) as one of the
RSA variants. He showed that his scheme performed decryption process faster than standard RSA modulus N = pq, [9].
Since then, many attacks on the moduli N = prq for r ≥ 2 have been presented using various techniques which can be
found in [10], [11], [12] and [13]. Prime moduli N = prqs is one of the variants of RSA cryptosystem reported to have
high efficiency in the decryption process over standard RSA modulus N = pq, [14]. The cryptosystem provides privacy
and authentication in the digital communication channels using complex mathematics and logic. The security of the
cryptosystem is embedded in the integer factorization problem. The prime power moduli also undergoes similar
processes of key generation, encryption and decryption as in standard RSA cryptosystem except that the decryption
process is faster than standard RSA and its variants.

© 2022 BISKA Bilisim Technology ∗ Corresponding author e-mail: 1sadiqshehuzezi@gmail.com 2siabubakar82@gmail.com

 http://dx.doi.org/10.20852/ntmsci.2022.464


55 S. Shehu and S.I. Abubakar: Cryptanalysis Attacks for Factoring Generalized Takagi’s Scheme...

Cryptanalysis attack prime power moduli N = prqs has been reported by Lim et al. (2000) where they utilized Takagi’s
technique to reveal prime factors (p,q) where gcd(r,s) = 1. They proved that their technique performed decryption
process 15-times faster than the standard RSA cryptosystem, [14]. Another partial key exposure attack on the moduli
N = prqs where gcd(r,s) = 1 was reported by Lu et al. (2015) where they showed that min

(
l

r+l ,
2(r−l)

r+l

)
fraction of least

significant bit(s) (LSBs) or most significant bit(s)(MSBs) of p is required in order to factor N in polynomial time, [15].

Subsequently, Coron et al. (2016) reported a lattice construction based attack where a constant number of bits
r = ω log3

2 max{p,q} is required for N = prqs to be factored efficiently, [16]. Furthermore, Coron et al. (2018) improved
their work by reducing the number of bits needed for the successful factorization of N = prqs to r = ω log2 q [17].

Similarly, Wang et al. (2019) presented another cryptanalysis attack that led to the successful factorization of prime
power moduli N = prqs based on lattice construction method which required a small amount of bits to be known as
compared to [15], [16] and [17]. They proved that one needed only αβ (log2 N) LSBs of p to factor N where the
parameters α,β were related based on the condition ς > αβ (su− ru) log2 N satisfying su− rv = 1 for s,u,r,v ∈ Z and
gcd(r,s) = 1, [18].

This paper reports a continued fraction approach of factoring the generalized Takagi’s scheme with moduli N = prqs for
2 ≤ s < r. The paper shows that if qs < pr < 2qs where p and q have equal bit-size, then k

d can be found from the
convergents of the continued fraction expansion of e

N+N
r+s−2

2r −2N
r+s−1

2r
. The paper computes for the values of

φ(N) = ed−1
k , the gcd(φ(N),N) and finally reveals p and q in polynomial time. Subsequently, the research work presents

successful attacks on the moduli Ni = pr
i q

s
i using two system of equation of the form eid − kiφ(Ni) = 1 and

eidi − kφ(Ni) = 1 for i = 1, · · · , j by fixing d and k respectively. In the first equation eid − kiφ(Ni) = 1, the paper proves
that if N = max{Ni} and d,ki < Nδ where δ = j

2(1+2 j) , then the moduli Ni can be factored simultaneously using LLL and
simultaneous Diophantine approximation methods. Similarly, in eidi − kφ(Ni) = 1, also this research work shows that if
di,k < Nδ , where δ = 4ϑ j− j

4(1+3 j) , then one can exploits the security of the moduli and successfully reveal the prime factors
(pi,qi) in polynomial time. In all the attacks, the paper presents numerical examples to justify how such attacks work.
The rest of the research is organized as follows. In section 2, we give definitions on continued fraction, lattice, and state
theorems related to lattice basis reduction and simultaneous Diophantine approximations. In section 3, we present the
proposed attacks. We conclude the paper in section 4.

2 Preliminaries

In this section, the paper defines concepts and state theorems as follows:

Definition 1. (Continued Fraction Expansion). The continued fraction representation of a real number x will be denoted
by x = [a0,a1, ...,am, ...] where

[a0,a1, ...,am, ...] = a0 +
1

a1 +
1

. . . +
1

am

and m may be infinite. All ai, called partial quotients, are positive integers, except for a0 which may be any integer [2].

Definition 2. (Convergent) Let x ∈ R with x = [a0,a1, ...,am]. For 0 ≤ n ≤ m, the nth convergent of the continued fraction
expansion of x is [a0,a1, ...,an], [2].

Theorem 1. (Legendre) Let x∈R and p
q be a rational fraction such that gcd(p,q)= 1 and q< b if x= a

b with gcd(a,b)= 1
and ∣∣∣∣x− p

q

∣∣∣∣< 1
2q2 ,
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then p
q is a convergent of the continued fraction expansion of x, [2].

Definition 3. (Lattice) A Lattice L is a discrete additive subgroup of Rm. Let b1, · · · ,bn ∈ Rm be n ≤ m linearly
independent vectors. The lattice generated by {b1, · · · ,bn} is the set

L =
n

∑
i=1

Zbi =

{
n

∑
i=1

xibi|xi ∈ Z

}
.

The set B = ⟨b1, · · · ,bn⟩ is called a lattice basis for L . The lattice dimension is dim(L ) = n. If n = m then L is said to
be a full rank lattice.
A lattice L can be represented by a basis matrix. Given a basis B, a basis matrix M for the lattice generated by B is the
n×m matrix defined by the rows of the set b1...,bn

M =

b1
...

bn


It is often useful to represent the matrix M by B. A very important notion for the lattice L is the determinant [2].

Definition 4. (Determinant) Let L be a lattice generated by the basis B = ⟨b1, ...,bn⟩. The determinant of L is defined
as

det(L ) =
√

det(BBT ).

If n = m, we have

det(L ) =
√

det(BBT ) = |det(B)| [2].

Theorem 2. Let L be a lattice of dimension ω with a basis v1, ...,vω . The LLL algorithm produces a reduced basis b1, ...bω

satisfying

∥b1∥ ≤ ∥b2∥ ≤ ...≤ ∥bi∥ ≤ 2
ω(ω−1)

4(ω+1−i) detL
1

ω+1−i

for all 1 ≤ i ≤ ω [2].

Theorem 3. (Simultaneous Diophantine Approximations) There is a polynomial time algorithm, for given rational
numbers of the form α1, ...,αn and 0 < ε < 1, to compute integers p1, ..., pn and a positive integer q such that

max
i

|qαi − pi|< ε and q ≤ 2
n(n−3)

4 [11].

3 Results

This section presents the findings of this research work as discussed below:

3.1 Attack on Factoring N = prqs Based on Continued Fraction Method

In this section, we present results using continued fractions to factor multi prime power modulus N = prqs with 2 ≤ s < r
for some unknown parameters (φ(N),d,k, p,q) using good approximation of φ(N) given as φ(N)≈N+N

r+s−2
2r −2N

r+s−1
2r

where (N,e) are public keys satisfying key equation ed − kφ(N) = 1.

Lemma 1. Let N = prqs be prime power moduli where p and q have the same bit size for 2 ≤ s < r. If q < p < 2q and
qs < pr < 2qs, then

2−
1
2r N

1
2r < q < N

1
2r < p < 2

1
2r N

1
2r
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and approximation of
φ(N)≈ N +N

r+s−2
2r −ω

where ω = 2N
r+s−1

2r .

Proof. Suppose N = prqs, q < p < 2q and qs < pr < 2qs for 2 ≤ s < r , then multiplying by pr gives prqs < p2r < 2prqs

which implies N < p2r < 2N, that is N
1
2r < p < 2

1
2r N

1
2r . Also, since N = prqs, then qs = N

pr which in turn implies

2−
1
2s N

1
2s < q < N

1
2s . Since p and q have same bit size, we can write q ≈ p ≈ N

1
2r , hence

2−
1
2r N

1
2r < q < N

1
2r < p < 2

1
2r N

1
2r .

Also, defining φ(N) = pr−1qs−1(p−1)(q−1), we compute the approximation of φ(N) as follows:

φ(N) = pr−1qs−1(pq− (p+q)+1)

= prqs − (prqs−1 + pr−1qs)+ pr−1qs−1

= N − (prqs−1 + pr−1qs)+ pr−1qs−1.

Taking p ≈ q ≈ N
1
2r gives the following result:

φ(N)≈ N +N
r−1
2r N

s−1
2r −

(
N

r
2r N

s−1
2r +N

r−1
2r N

s
2r

)
≈ N +N

r+s−2
2r −

(
N

r+s−1
2r +N

r+s−1
2r

)
≈ N +N

r+s−2
2r −2N

r+s−1
2r

≈ N +N
r+s−2

2r −ω.

This completes the proof.

Theorem 4. Let N = prqs be a generalized Takagi’s moduli with condition q < p < 2q and qs < pr < 2qs where p
and q are distinct prime numbers and 2 ≤ s < r. Also, Let (e,N) and (d, p,q,φ(N)) be public and private key tuples
respectively satisfying ed − kφ(N) = 1 where 1 < e < φ(N). Let Z = pr−2qs−2(p−1)(q−1) be known. If p ≈ q ≈ N

1
2r ,

then d <

√
N+N

r+s−2
2r −ω

8N
r+s−1

2r
, where

∣∣∣∣ e

N+N
r+s−2

2r −ω

− k
d

∣∣∣∣< 1
2d2 , which leads to the factorization of N into prime factors p and

q in polynomial time.

Proof.Key equation ed − kφ(N) = 1 can be rewritten as follows:

ed − k(pr−1qs−1(p−1)(q−1)) = 1

ed − k(prqs − (prqs−1 + pr−1qs)+ pr−1qs−1) = 1

ed − k(N − (prqs−1 + pr−1qs)+ pr−1qs−1) = 1

ed − k
(

N +N
r+s−2

2r −
(

2N
r+s−1

2r

))
= 1

ed − k
(

N +N
r+s−2

2r −ω +ω −
(

2N
r+s−1

2r

))
= 1

ed − k
(

N +N
r+s−2

2r −ω

)
= 1+ k

(
ω −2N

r+s−1
2r

)
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Dividing by d
(

N +N
r+s−2

2r −ω

)
gives

∣∣∣∣∣∣ e(
N +N

r+s−2
2r −ω

) − k
d

∣∣∣∣∣∣=
∣∣∣∣∣∣
1+ k

(
ω −2N

r+s−1
2r

)
d
(

N +N
r+s−2

2r −ω

)
∣∣∣∣∣∣

<

∣∣∣∣∣ ω +2N
r+s−1

2r

N +N
r+s−2

2r −ω

∣∣∣∣∣
<

4N
r+s−1

2r

N +N
r+s−2

2r −ω

.

Therefore, from Theorem 2.3 we can write

4N
r+s−1

2r

N +N
r+s−2

2r −ω

<
1

2d2

then

d <

√
N +N

r+s−2
2r −ω

8N
r+s−1

2r
.

Hence k
d can be found from the convergents of the continued fractions expansion of e

N+N
r+s−2

2r −ω

.

1: Initialization: The public key pair (N,e) and Z satisfying Theorem 4.
2: Choose r, s, to be suitable small positive integers where 2 ≤ s < r. for any (r,s) do
3:

end
The convergents k

d of the continued fractions expansion of e

N+N
r+s−2

2r −ω

.

4: Compute φ(N) := ed−1
k

5: Compute H := gcd(φ(N),N)
6: Compute pr−2 := gcd(Z,H)
7: Compute qs := N

pr

8: return prime factors p and q.
Algorithm 1: : An outline on how Theorem 4 works

Example 1.To illustrate our attack for N = prqs, for r = 3 and s = 2, let the public keys (e,N) be given as follows:

N = 8073956115711634828383113366756860403477825216673467209553

e = 32342760932180397489759129424829017905566795293794543355

and let the known integer Z be
Z = 80052544319707124938012293257568672

Suppose that N and e satisfy all the conditions stated in Theorem 4, then taking the continued fraction expansion of
e

N+N
r+s−2

2r −ω

we get,

[0,249,1,1,1,3,9,1,2,50,1,1,1,2,3,3,18,1,100,1,1,3,2,2,1,1,1,9,1,2,2,1,1,2,1,1,7,1,4,1, ]
[8,1,6,1,3,2,3,2,5,2,2,2,1,2,3,1,1,1,1,3,2,1,76,1,1,2,6,1,1,1,1,95,3,1,4,80,1,23,1, ]
[1,2,1,10,2,2,3,1,1,2,19,3,1,1,1,1,1,1,2,2,1,3,1,1,1,1,1,1,62,3,3,2,2,2,5,7,1,1,1, ]
[2,3,2,1,4,1,1,2,5,9,2]

© 2022 BISKA Bilisim Technology

www.ntmsci.com


59 S. Shehu and S.I. Abubakar: Cryptanalysis Attacks for Factoring Generalized Takagi’s Scheme...

We also obtain the convergent k
d = 16513

4122259 from the above continued fractions expansion. Using algorithm 1 gives the
following results

ed −1
k

=
(32342760932180397489759129424829017905566795293794543355)(4122259)−1

16513
= 8073956115637923646565553146228198541899344274268891206688

H = 80052544320437964636023459573647357
which leads to the factorization of N and return the prime factors
p = 793713733433, q = 127071264013.

3.2 Attacks on Generalized System of Equations Using N +N
r+s−2

2r −ω as Approximation of φ(N)

In this section, we show that if ei < φ(Ni) < Ni +N
r+s−2

2r
i −ω , where ω = 2N

r+s−1
2r

i , then Ni = pr
i q

s
i , can be factored

simultaneously using simultaneous Diophantine Approximation and lattice basis reduction methods for i = 1, ..., j and
2 ≤ s < r.

Theorem 5. Let Ni = pr
i q

s
i be prime power moduli where q < p < 2q, qs < pr < 2qs 2 ≤ s < r and Zi = pr−2

i qs−2
i (pi −

1)(qi − 1) be known. Let (ei,Ni) and (d, pi,qi,φ(Ni)) be public and private key tuples respectively such that 1 < ei <

φ(Ni) < Ni +N
r+s−2

2r
i −ωi, where ωi = 2N

r+s−1
2r

i is satisfied. Let N = max{Ni}, define δ = j
2(1+2 j) . If there exists integers

d,ki < Nδ such that eid − kiφ(Ni) = 1 holds, then one can simultaneously factor j moduli N1, ...,N j in polynomial time
for i = 1, ..., j,.

Proof. Suppose Ni = pr
i q

s
i be j moduli and N = max{Ni}, if ki < Nδ , then eid − kiφ(Ni) = 1 can be rewritten as

eid − ki(pr−1
i qs−1

i (pi −1)(qi −1)) = 1

eid − ki(pr
i q

s
i − (pr

i q
s−1
i + pr−1

i qs
i )+ pr−1

i qs−1
i ) = 1

eid − ki(Ni − (pr
i q

s−1
i + pr−1

i qs
i )+ pr−1

i qs−1
i ) = 1

eid − ki

(
Ni +N

r+s−2
2r

i −
(

2N
r+s−1

2r
i

))
= 1

eid − ki

(
Ni +N

r+s−2
2r

i −ωi +ωi −
(

2N
r+s−1

2r
i

))
= 1

eid − ki

(
Ni +N

r+s−2
2r

i −ωi

)
= 1+ ki

(
ωi −2N

r+s−1
2r

i

)

∣∣∣∣∣∣ ei

Ni +N
r+s−2

2r
i −ωi

d − ki

∣∣∣∣∣∣=
∣∣∣∣1+ ki

(
ωi −2N

r+s−1
2r

i

)∣∣∣∣
Ni +N

r+s−2
2r

i −ωi

. (1)

Suppose N = max{Nm} and ki < Nδ , Ni +N
r+s−2

2r
i −ωi>

2
3 N, 4N

r+s−1
2r

i < Nδ+ 1
2 for i = 1, ..., j with 0.19& ≤ δ < 1∣∣∣∣∣∣∣∣

1+ ki

(
ωi −2N

r+s−1
2r

i

)
Ni +N

r+s−2
2r

i −ωi

∣∣∣∣∣∣∣∣≤
∣∣∣∣∣∣ 1+ ki +2ωi

Ni +N
r+s−2

2r
i −ωi

∣∣∣∣∣∣< 1+Nδ +4N
r+s−1

2r

Ni +N
r+s−2

2r
i −ωi

<
1+Nδ +Nδ+ 1

2

2
3 N

<
4
3

N2δ− 1
2 .

This implies ∣∣∣∣∣∣ ei

Ni +N
r+s−2

2r
i −ωi

d − ki

∣∣∣∣∣∣< 4
3

N2δ− 1
2 .
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For the unknown integer d, we let ε = 4
3 N2δ− 1

2 , with δ = j
2(1+2 j) , then

Nδ
ε

j =

(
4
3

) j

Nδ+2δ j− j
2 =

(
4
3

) j

.

For 2 j < 2
j( j−3)

4 ·3 j with j ≥ 2, we get Nδ ε j < 2
j( j−3)

4 ·3 j. It follows that if d < Nδ then d < 2
j( j−3)

4 ·3 j · ε− j. Hence∣∣∣∣∣∣ ei

Ni +N
r+s−2

2r
i −ω

d − ki

∣∣∣∣∣∣< ε, d < 2
j( j−3)

4 ·3 j · ε− j.

Using Theorem 3, we can obtain parameters d and ki. One can observe that from eid − kiφ(Ni) = 1 we get

φ(Ni) =
eid −1

ki

gcd(φ(Ni),Ni) = Hi

pr−2
i = gcd(Zi,Hi)

qs
j =

Ni

pr
i
.

Finally, the prime factors (pi,qi) of the prime power moduli Ni can be found simultaneously in polynomial time for Ni for
i = 1, . . . , j.

Let
η1 =

e1

N1 +N
r+s−2

2r
1 −ω1

, η2 =
e2

N2 +N
r+s−2

2r
2 −ω2

η3 =
e3

N3 +N
r+s−2

2r
3 −ω3

1: Initialization: The public key pair (Ni,ei) and Z2i satisfying Theorem 5.
2: Choose r,s, t ≥ 2, r > s and N = max{Ni} for i = 1, . . . , j. for any (N, j,δ ) do
3:

end
ε := 4

3 N2δ− 1
2 where δ = j

2(1+2 j)

4: Y := [3 j+1 ×2
( j+1)( j−4)

4 × ε− j−1] for j ≥ 2.
5: Consider the lattice L spanned by the matrix D as stated below.
6: Applying the LLL algorithm to L yields the reduced basis matrix F . for any (D,F) do
7:

end
R := D−1

8: U = RF .
9: Produce d, ki from U for each triplet (d,ki,ei) do

10:
end
φ(Ni) := eid−1

ki
11: Hi := gcd(φ(Ni),Ni)

12: pr−2
i := gcd(Z2i,Hi)

13: qs
i := Ni

pr
i

14: return the prime factors (pi,qi).
Algorithm 2: :An outline on how Theorem 5 works
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Example 2.We consider the following three prime power moduli and their three public exponents respectively.

N1 = 138738271243060494050179497034931524261190081

N2 = 8852366462246039641780051454648069235929507

N3 = 28226616528702863229255664398023669153767201

e1 = 113187015226444622503085222487282737622601387

e2 = 698463533000252888246377936031263678416955

e3 = 13528816480342124811487941361080338269800475

Let the following integers be known

Z21 = 377981394868844988732983600

Z22 = 74584932995851315518846144

Z23 = 159316666764638289169907952

Then N = min(N1,N2,N3) = 8852366462246039641780051454648069235929507, j = 3 with
δ = j

2(1+2 j) = 0.2142857143 and ε := 4
3 N2δ− 1

2 = 0.001141015749. Using Theorem 3, we obtain

µ = [3 j+1 ·2
( j+1)( j−4)

4 · ε− j−1] = 23893978460000

Consider the lattice L spanned by the matrix

D =


1 −[µη1] −[µη2] −[µη3]

0 µ 0 0

0 0 µ 0

0 0 0 µ


Therefore, applying the LLL algorithm to L , we obtain the reduced basis as indicated below

F =


−86323 −6355142339 −1120692219 −6116850563

3615170865 2825366945 8384746345 −680167935
4634014334 −8967937538 −3375128498 3635168254

11779079649 9087358257 −4236111303 −8169829231


Next, we compute

U =


−86323 −70425 −6811 −41374

3615170865 2949369313 285241808 1732725675
4634014334 3780573639 365629918 2221050101

11779079649 9609741102 929385111 5645629072


Then, from the first row of matrix U we get d = 86323, k1 = 70425, k2 = 6811, k3 = 41374. Hence using d and ki for

i = 1,2,3, we compute Bi =
eid−1

ki
= φ(Ni) = pr−1

i qs−1
i (pi −1)(qi −1)

B1 = 138738270719096615524796956489452719343923600

B2 = 8852366401289213048317733456471410147113024

B3 = 28226616354052623389135050082480254277178576
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Applying algorithm 2 gives Hi = gcd(φ(Ni),Ni) and pr−2
i = gcd(Zi,Hi), for i = 1,2,3

H1 = 377981396296342943258473931

H2 = 74584933509438374731735417

H3 = 159316667750399165073750827

p1 = 1029780281

p2 = 628409627

p3 = 899215129

Finally, we compute qs
i := Ni

pr
i

for i = 1,2,3, that is

q1 = 356435771,q2 = 188871073,q3 = 197030747.

This leads to the simultaneous factorization of three moduli N1,N2 and N3 in polynomial time.

Theorem 6. Let N j = pr
jq

s
s be j multi prime power moduli 2 ≤ s < r and Zi = pr−2

i qs−2
i (pi −1)(qi −1) be known integer

where (ei,Ni) are j public exponents and (di, pi,qi,φ(Ni)) are private keys for ei < φ(Ni) < Ni +N
r+s−2

2r
i −ω , where

ωi = 2N
r+s−1

2r
i with e=min{ei}=Nϑ and N =max{Ni} is satisfied. If di,k<Nδ for δ = 4ϑ j− j

4(1+3 j) such that eidi−kφ(Ni)= 1
holds, then prime factors pi and qi of j prime power moduli Ni can be simultaneously factored in polynomial time for
i = 1, · · · , j and 0 < ϑ < 1.

Proof. Suppose Ni = pr
i q

s
i , for 1 ≤ i ≤ j be j multi prime power moduli. Equation eidi − kφ(Ni) = 1 can be rewritten as

∣∣∣∣∣∣Ni +N
r+s−2

2r
i −ωi

ei
k−di

∣∣∣∣∣∣=
∣∣∣∣1+ k(ωi −2N

r+s−1
2r

i )

∣∣∣∣
ei

(2)

Suppose that 2N
r+s−1

2r
i < N2δ+ 1

4 for 0.22& ≤ δ < 1, N = max{Ni}, k < Nδ and max{ei}= Nϑ , then∣∣∣1+ k(ωi −2N
r+s−1

2r )
∣∣∣

ei
≤

∣∣1+Nδ (2ωi)
∣∣

Nϑ

<
1+N3δ+ 1

4

Nϑ

<
3
2

N3δ+ 1
4−ϑ

Hence ∣∣∣∣∣∣Ni +N
r+s−2

2r
i −ω

ei
k−di

∣∣∣∣∣∣< 3
2

N3δ+ 1
4−ϑ .

To recover unknown integer k,di, we define ε = 3
2 N3δ+ 1

4−ϑ , where δ = 4ϑ j− j
4(1+3 j) , this gives

Nδ
ε

j =

(
3
2

) j

Nδ+3δ j+ j
4−ϑ j =

(
3
2

) j

.
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For
( 3

2

) j
< 2

j( j−3)
4 ·3 j we get Nδ ε j < 2

j( j−3)
4 ·3 j. This shows that if k < Nδ , then k < 2

j( j−3)
4 ·3 j · ε− j. Thus∣∣∣∣∣∣Ni +N

r+s−2
2r

i −ω

ei
k−di

∣∣∣∣∣∣< ε, k < 2
j( j−3)

4 ·3 j · ε− j.

Applying Theorem 3 gives the values of the unknown integers k,di. Finally, from equation eidi − kφ(Ni) = 1, we get

φ(Ni) =
eidi −1

k
gcd(φ(Ni),Ni) =Wi

pr−2
i = gcd(Zi,Wi)

qs
i =

Ni

pr
i
.

This produces the prime factors (pi,qi) of the prime power moduli Ni in polynomial time for i = 1, . . . , j.

η1 =

N1 +N
r+s−2

2r
1 −

(
2N

r+s−1
2r

1

)
e1

η2 =

N2 +N
r+s−2

2r
2 −

(
2N

r+s−1
2r

2

)
e2

η3 =

N3 +N
r+s−2

2r
3 −

(
2N

r+s−1
2r

3

)
e3

1: Initialization: The public key tuple (Ni,ei) and Zi satisfying Theorem 6.
2: Choose r,s, t ≥ 2, r > s and N = max{Ni} for i = 1, . . . , j. for any (N, j,δ ) do
3:

end
ε := 3

2 N3δ+ 1
4−ϑ where δ = 4ϑ j− j

4(1+3 j)

4: X := [3 j+1 ×2
( j+1)( j−4)

4 × ε− j−1] for j ≥ 2.
5: Consider the lattice L spanned by the matrix N as stated below.
6: Applying the LLL algorithm to L yields the reduced basis matrix M. for any (N,M) do
7:

end
Q := N−1

8: L = QM.
9: Produce di, k from L for each triplet (di,k,ei) do

10:
end
φ(Ni) := eidi−1

k
11: Wi := gcd(φ(Ni),Ni)

12: pr−2
i := gcd(Zi,Wi)

13: qs
i := Ni

pr
i

14: return the prime factors (pi,qi).
Algorithm 3: Theorem 6
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Example 3. We consider the following three prime power and their three public exponents respectively

N1 = 95062199904913693592489588309461251397577281

N2 = 13769355975721758844457821299546821527895899

N3 = 287138496523993263132047398101089476151143799

e1 = 33634057804831999551926803786285101217628366

e2 = 10771612016881270205164866994975892735815306

e3 = 126714743380844315452962509689636013886045916

Also, let
Z21 = 298939934396197318633406304

Z22 = 111194140870991807939370060

Z23 = 535782131539689139327165160

Then, one can observe that

N = max{N1,N2,N3}= 287138496523993263132047398101089476151143799

and min{e1,e2,e3} = Nϑ with ϑ = 0.73311 and j = 3 we get ε = 3
2 N3δ+ 1

4−ϑ = 0.01067275167 and
δ = 4ϑ j− j

4(1+3 j) = 0.1449330000. Using algorithm 3, we compute

X = [3 j+1 ·2
( j+1)( j−4)

4 · ε− j−1] = 3121399850.

Consider the lattice L spanned by the matrix

N =


1 −[Xη1] −[Xη2] −[Xη3]

0 X 0 0

0 0 X 0

0 0 0 X


Therefore, applying the LLL algorithm to L , we obtain reduced basis as follows

M =


167215 −6081330 −5694925 −3459380

−7102929 −608092 1551915 4928508
7258660 −314170 −1554300 9527330
11049869 −19920088 26147935 3391212


Next, we compute

L =


167215 472611 213751 378913

−7102929 −20075486 −9079677 −16095399
7258660 20515639 9278748 16448289

11049869 31230988 14125052 25039255


From the first row of matrix L we obtain k = 167215, d1 = 472611, d2 = 213751, d3 = 378913. Hence using di,k and

algorithm 3, we compute Ai =
eidi−1

k = φ(Ni) = pr−1
i qs−1

i (pi − 1)(qi − 1), Wi = gcd(φ(Ni),Ni) and pr−2
i = gcd(Zi,Wi),
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for i = 1,2,3.
A1 = 95062199522766833957693261156235911679960288

A2 = 13769355860541149942434563197339305972390380

A3 = 287138495701138427181941712370475441375494520

W1 = 298939935597925847138359373

W2 = 111194141801130369363320563

W3 = 535782133075083816646779317

p1 = 940069609

p2 = 897945931

p3 = 999735311

Finally, we compute qs
i := Ni

pr
i

for i = 1,2,3 which gives

q1 = 338270333,q2 = 137905483,q3 = 536065877.

This leads to the simultaneous factorization of three moduli N1,N2 and N3 in polynomial time.

4 Conclusion

In this research work, we presented three cryptanalysis attacks that led to the successful factorization of prime power
modulus N = prqs and its generalized form Ni = pr

i q
s
i for 2≤ s< r using continued fraction and simultaneous Diophantine

approximation and lattice basis reduction methods respectively. The paper also gave numerical examples to illustrate how
our attacks work. This has not been reported by other researches based on the available literature within our reach.
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