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#### Abstract

In this study, we tackle with the ( $2+1$ )-dimensional complex nonlinear two-coupled Maccari equation which is a kind of Schrodinger equation and presented by Attilio Maccari in 1996. The Maccari equations has an importance to define the motion of isolated waves concentrated in a tiny region of space in a variety of fields, including hydrodynamics, plasma physics, quantum field theory, nonlinear optics, the sonic Langmuir solitons and so on. We utilized the popular method namely new Kudryashov scheme, we obtained the soliton solutions, graphical representation and made its physical interpretation.
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## 1 Introduction

In recent years, due to the importance of nonlinear partial differential equations (NLPDEs) in modeling many physical phenomena such as physics, chemistry, biology, genetics, plasma physics, optic, optical physics, ocean engineering, telecommunication, wave propagation, heat conduction, statistics, economy, health science, optoelectronics so on, many studies have been hold on the solution of nonlinear equations and systems of equations $[1,2,3,4,5,6,7,8,9,10,11]$.

They have been developed various methods and applied to solve to NLPDEs by many researchers. The tanh-coth method [12], exp-function method [13], F-expansion method [14], variational iteration method [15], extended rational sin-cosine and sinh-cosh method [16], simplest equation method [17], trial equation method [18], sine-Gordon method [19] and Kudryashov method [20], etc.

In this paper we investigate the nonlinear complex two coupled Maccari's system [21,22,23,24] via recently presented the new Kudryashov method [25,26,27,28].

Consider the two coupled Maccari's system is given,

$$
\left\{\begin{array}{l}
i X_{t}+X_{x x}+R X=0,  \tag{1}\\
i Y_{t}+Y_{x x}+R Y=0, \\
R_{t}+R_{y}+\left(|X+Y|^{2}\right)_{x}=0,
\end{array}, i=\sqrt{-1} .\right.
$$

eq. (1) and it is frequently used to describe the motion of the isolated waves localized in a very small part of space, in many fields such as hydrodynamic, plasma physics, nonlinear optics, quantum field theory, and also for the sonic Langmuir solitons.

The rest of the article is organized as follows: Nonlinear ordinary differential equation (NODE) and the application of the new Kudryashov method to the two coupled Maccari's system is given in section 2. Numerical results and graphical representations are given in section 3 and conclusion is given in the last part.

## 2 Mathematical analysis and obtaining the NODE form of the eq.(1).

In order to investigate solutions of eq.(1), we define the following complex wave transformations;

$$
\begin{align*}
& X=X(x, y, t)=e^{i * \theta} M(x, y, t)  \tag{2a}\\
& Y=Y(x, y, t)=e^{i * \theta} N(x, y, t)  \tag{2b}\\
& R=R(x, y, t)  \tag{2c}\\
& \quad \theta=\alpha x+\beta y+\Omega t \tag{3}
\end{align*}
$$

where $X(x, y, t), Y(x, y, t)$ are complex and $R(x, y, t)$ is a real scaler field. $\theta$ is the phase component, $\alpha, \beta, \omega$ are real constants to be found. $x, y$ are the spatial independent variables and t represents the temporal variable.

Inserting the eq.(2) and eq.(3) into eq.(1) produces,

$$
\begin{align*}
& i\left(M_{t}+2 \alpha M_{x}\right)+M_{x x}-\left(\alpha^{2}+\Omega\right) M+M R=0  \tag{4a}\\
& i\left(N_{t}+2 \alpha N_{x}\right)+N_{x x}-\left(\alpha^{2}+\Omega\right) N+N R=0  \tag{4b}\\
& R_{t}+R_{y}+\left(|M+N|^{2}\right)_{x}=0, i=\sqrt{-1} \tag{4c}
\end{align*}
$$

Define the following the transformation and substitute into eq.(4) yields,

$$
\begin{gather*}
M=M(\xi) \quad, N=N(\xi), R=R(\xi)  \tag{5}\\
\xi=x+y+\omega t, \quad \omega \in \mathbb{R} \tag{6}
\end{gather*}
$$

$$
\begin{align*}
& M^{\prime \prime}+i(2 \alpha+\omega) M^{\prime}-\left(\alpha^{2}+\Omega\right) M+M R=0,  \tag{7a}\\
& N^{\prime \prime}+i(2 \alpha+\omega) N^{\prime}-\left(\alpha^{2}+\Omega\right) N+N R=0,  \tag{7b}\\
& (\omega+1) R^{\prime}+2(M+N)\left(M^{\prime}+N^{\prime}\right)=0 . \tag{7c}
\end{align*}
$$

In. eq.(7) the prime represents the derivative with respect to $\xi$. Integrating eq.(7.c) with respect to $\xi$ and taking the integration constant as zero yields,

$$
\begin{equation*}
R=-\frac{(M+N)^{2}}{\omega+1} \tag{8}
\end{equation*}
$$

Substituting eq.(8) into eqs.(7.a) and eq.(7.b) we obtain

$$
\begin{align*}
& M^{\prime \prime}+i(2 \alpha+\omega) M^{\prime}-\left(\omega^{2}+\Omega\right) M-M \frac{(M+N)^{2}}{\omega+1}=0,  \tag{9a}\\
& N^{\prime \prime}+i(2 \omega+\omega) N^{\prime}-\left(\omega^{2}+\Omega\right) N-N \frac{(M+N)^{2}}{\omega+1}=0, i=\sqrt{-1} \tag{9b}
\end{align*}
$$

In order to solve the eqs.(9.a) and eq(9.b) let we write the simple equation,

$$
\begin{equation*}
N=k M \tag{10}
\end{equation*}
$$

where k is an arbitrary real value. Substituting eq. (10) into eqs.(8) and eq.(9) we get,

$$
\begin{align*}
& M^{\prime \prime}+i(2 \alpha+\omega) M^{\prime}-\left(\alpha^{2}+\Omega\right) M-\frac{(k+1)^{2}}{\omega+1} M^{3}=0,  \tag{11a}\\
& N^{\prime \prime}+i(2 \alpha+\omega) N^{\prime}-\left(\alpha^{2}+\Omega\right) N-\frac{(k+1)^{2}}{k^{2}(\omega+1)} N^{3}=0, \quad i=\sqrt{-1} \tag{11b}
\end{align*}
$$

Decomposing the eq.(11.a) into imaginary and real part, then equating to zero we get;

$$
\begin{gather*}
2 \alpha+\omega=0  \tag{12}\\
M^{\prime \prime}-\left(\alpha^{2}+\Omega\right) M-\frac{(k+1)^{2}}{\omega+1} M^{3}=0 \tag{13}
\end{gather*}
$$

Eq.(12) yields

$$
\begin{equation*}
\omega=-2 \alpha \tag{14}
\end{equation*}
$$

and one can rewrite eq.(13) in the form as follow,

$$
\begin{equation*}
(k+1)^{2}(M(\xi))^{3}+(\omega+1)\left(\alpha^{2}+\Omega\right) M(\xi)-(\omega+1) \frac{\mathrm{d}^{2} M(\xi)}{\mathrm{d} \xi^{2}}=0 \tag{15}
\end{equation*}
$$

Eq.(15) is the NODE form of the eq.(1) and eq.(14) is the constraint equation. According to homogeneous balance principle, if we consider the terms $M^{3}$ and $M^{\prime \prime}$ in eq.(15) we get $\mathrm{m}=1$ which is the balancing constant.

### 2.1 Implementation of the new Kudryashov method

According to the new Kudryashov method [25,26,27,28] we propose the solution of eq.(15) in the following form,

$$
\begin{equation*}
M(\xi)=\sum_{i=0}^{m} A_{i} \kappa^{i}(\xi), A_{m} \neq 0 \tag{16}
\end{equation*}
$$

If we consider that the balancing constant $\mathrm{m}=1$ then eq.(16) takes the form,

$$
\begin{equation*}
M(\xi)=A_{0}+A_{1} \kappa(\xi), \quad A_{1} \neq 0 \tag{17}
\end{equation*}
$$

where $A_{0}, A_{1}$ are unknown constants to be found and $\kappa(\xi)$ satisfies the following Riccati equation,

$$
\begin{equation*}
\left[\frac{d \kappa(\xi)}{d \xi}\right]^{2}=\delta^{2} \kappa^{2}(\xi)\left[1-\eta \kappa^{2}(\xi)\right] \tag{18}
\end{equation*}
$$

The solution of eq.(18) is given in the following exponential or hyperbolic form,

$$
\begin{gather*}
\kappa(\xi)=\mp \frac{2 L}{L^{2} e^{\eta \xi}+\eta e^{-\eta \xi}}  \tag{19}\\
\kappa(\xi)=\mp \frac{2 L}{\left(L^{2}-\eta\right) \sinh (\delta \xi)+\left(L^{2}+\eta\right) \cosh (\delta \xi)}, \tag{20}
\end{gather*}
$$

where $L, \delta, \eta$ are non-zero arbitrary real constant to be found later.

Step 2: Substituting eq.(17) along with eq.(18) into eq.(15) gives a polynomial in powers of $\kappa(\xi)$. Collecting the coefficients of $\kappa(\xi)$ with the same power and setting each of them to zero, we get a set of algebraic equation system as follow.

$$
\begin{align*}
& \kappa^{0}(\zeta): A_{0}{ }^{3} k^{2}-2 A_{0} \alpha^{3}+2 A_{0}{ }^{3} k-2 A_{0} \Omega \alpha+A_{0} \alpha^{2}+A_{0}{ }^{3}+A_{0} \Omega=0 \\
& \kappa^{1}(\zeta): 3 k^{2} A_{0}{ }^{2} A_{1}-2 \alpha^{3} A_{1}+2 \alpha \delta^{2} A_{1}+6 k A_{0}^{2} A_{1}-2 \Omega \alpha A_{1}+\alpha^{2} A_{1}-A_{1} \delta^{2}+3 A_{0}^{2} A_{1}+\Omega A_{1}=0 \\
& \kappa^{2}(\zeta): 3 k^{2} A_{0} A_{1}^{2}+6 k A_{0} A_{1}^{2}+3 A_{0} A_{1}^{2}=0  \tag{21}\\
& \kappa^{3}(\zeta):-4 \alpha \delta^{2} \eta A_{1}+k^{2} A_{1}^{3}+2 A_{1} \delta^{2} \eta+2 k A_{1}^{3}+A_{1}^{3}=0
\end{align*}
$$

Step 3:Solution of the eq.(21), gives the following solution sets

$$
\left.\begin{array}{l}
\operatorname{Set}_{1,2}:\left\{\alpha=\frac{1}{\eta} \sqrt{-\eta^{2}\left(-\delta^{2}+\Omega\right)}, A_{0}=0, A_{1}=\mp \frac{\delta \sqrt{-2 \eta+4 \sqrt{-\eta^{2}\left(-\delta^{2}+\Omega\right)}}}{1+k}\right\}, \\
\operatorname{Set}_{3,4}:\left\{\alpha=-\frac{1}{\eta} \sqrt{-\eta^{2}\left(-\delta^{2}+\Omega\right)}, A_{0}=0, A_{1}=\mp \frac{\delta \sqrt{-2 \eta-4 \sqrt{-\eta^{2}\left(-\delta^{2}+\Omega\right)}}}{1+k}\right\}, \\
\operatorname{Set}_{5,6}:\left\{\Omega=-\alpha^{2}+\delta^{2}, A_{0}=0, A_{1}=\mp \frac{\delta \sqrt{2 \eta(2 \alpha-1)}}{1+k}\right\}, \\
\operatorname{Set}_{7}:\left\{\begin{array}{l}
\Omega=-\frac{1}{16 \delta^{4} \eta^{2}}\left((1+k)^{2} A_{1}^{2}-2 \eta(2 \delta-1) \delta^{2}\right)\left((1+k)^{2} A_{1}^{2}+42 \eta \delta^{2}(2 \delta+1)\right), \\
\\
\operatorname{Set}_{8,9}:\left\{\delta=\frac{(1+k)^{2} A_{1}^{2}+2 \delta^{2} \eta}{4 \delta^{2} \eta}, A_{0}=0, A_{1}=A_{1}\right.
\end{array}\right\},  \tag{22}\\
\operatorname{Set}_{10,11}:\left\{\delta=-\sqrt{\alpha^{2}+\Omega}, A_{0}=0, A_{1}=\mp \frac{\sqrt{2 \eta(2 \alpha-1)\left(\alpha^{2}+\Omega\right)}}{1+k}\right\}, \\
\operatorname{Set}_{12,13}:\left\{\delta=\mp \sqrt{\alpha^{2}+\Omega}, A_{0}=0, A_{1}=\mp \frac{\sqrt{2 \eta(2 \alpha-1)\left(\alpha^{2}+\Omega\right)}}{1+k}\right\}, \\
\end{array}\right\}
$$

Step 4: First, select any set from eq.(22), then insert into eq.(17) and eq.(19) by considering the eqs.(2), eq.(3), eq.(5), eq.(6), eq.(8) and eq.(10). The result is the solution of two coupled Maccari's system in eq.(1).

## 3 Numerical results and graphical presentations

If we select $\mathrm{Set}_{3}$ and follow the algorithm in Step 4, we write the solution functions for eq.(1) as follows.
$\left.\left.\left.X(x, y, t)=\mathrm{e}^{i * \theta} M(x, y, t)=\mathrm{e}^{i\left(\Omega t-\frac{\sqrt{-\eta^{2}\left(-\delta^{2}+\Omega\right)} \eta^{\eta}}{\eta}+\beta y\right.}\right) \frac{\sqrt{-8 \eta-16 \sqrt{-\eta^{2}\left(-\delta^{2}+\Omega\right)} \delta L}}{(1+k)\left(L^{2} \mathrm{e}^{\delta\left(2 \frac{\sqrt{-\eta^{2}\left(-\delta^{2}+\Omega\right)} t}{\eta}+x+y\right.}\right)}+\eta \mathrm{e}^{-\delta\left(2 \frac{\sqrt{-\eta^{2}\left(-\delta^{2}+\Omega\right)}}{\eta}+x+y\right.}\right)\right)$,
$Y(x, y, t)=k . \mathrm{e}^{i * \theta} M(x, y, t), \quad R(x, y, t)=-\frac{((1+k) M(x, y, t))^{2}}{\omega+1}$.

If we select $S e t_{1}$ and follow the algorithm in Step 4, we write the solution functions for eq.(1) as follows.

$$
\begin{align*}
& X(x, y, t)=\mathrm{e}^{i * \theta} M(x, y, t)=-2 \frac{\mathrm{e}^{i(\Omega t+\alpha x+\beta y)} \sqrt{2} \sqrt{\eta(2 \alpha-1)\left(\alpha^{2}+\Omega\right)} L}{(1+k)\left(L^{2} \mathrm{e}^{-\sqrt{\alpha^{2}+\Omega}(-2 \alpha t+x+y)}+\eta \mathrm{e}^{\sqrt{\alpha^{2}+\Omega}(-2 \alpha t+x+y)}\right)},  \tag{24}\\
& Y(x, y, t)=k \cdot \mathrm{e}^{i * \theta} M(x, y, t), \quad R(x, y, t)=-\frac{((1+k) M(x, y, t))^{2}}{\omega+1} .
\end{align*}
$$



Fig. 1: The 3D modulus (a), real (b), imaginary (c) surface of $X(x, y, t), Y(x, y, t)$, and $R(x, y, t)$ (d) in eq.(23) for $\mathrm{L}=1, \delta=0.6, \eta=1.2, k=1, \beta=2, \Omega=0.3, \mathrm{t}=1$.
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Fig. 2: The 3D modulus (a), real (b), imaginary (c) surface of $X(x, y, t), Y(x, y, t)$, and $R(x, y, t)$ (d) in eq.(24) for $\mathrm{L}=1, \eta=1.2, k=1, \alpha=$ $1.2, \beta=2.2, \Omega=0.3, \mathrm{t}=1$.

## 4 Conclusion

We successfully depicted the complex two coupled Maccari's system which is very important equation to describe the motion of the isolated waves, localized in a small part of space, in many fields such as hydrodynamic, plasma physics, nonlinear optics. We utilized the new Kudryashov scheme, presented the physical features of the obtained results via the 3-dimensional graphs. The new Kudryashov scheme is quite basic and reliable method that might be applied to investigate various evolution equations solutions.

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

All authors have contributed to all parts of the article. All authors read and approved the final manuscript.

## References

[1] L. Debnath, "Nonlinear partial differential equations for scientists and engineers: Second edition," Nonlinear Partial Differential Equations for Scientists and Engineers: Second Edition, pp. 1-737, 2005, doi: 10.1007/B138648.
[2] E. M. Hanczyc and A. Palazoglu, "Sliding Mode Control of Nonlinear Distributed Parameter Chemical Processes," Industrial and Engineering Chemistry Research, vol. 34, no. 2, pp. 557-566, Feb. 2002, doi: 10.1021/IE00041A016.
[3] J. Singh, D. Kumar, and A. Kilicman, "Numerical solutions of nonlinear fractional partial differential equations arising in spatial diffusion of biological populations," Abstract and Applied Analysis, vol. 2014, 2014, doi: 10.1155/2014/535793.
[4] M. Dehghan, J. M. Heris, and A. Saadatmandi, "Application of the Exp-function method for solving a partial differential equation arising in biology and population genetics," International Journal of Numerical Methods for Heat and Fluid Flow, vol. 21, no. 6, pp. 736-753, 2011, doi: 10.1108/09615531111148482/FULL/XML.
[5] C. L. Mader, "Numerical Modeling of Water Waves," Numerical Modeling of Water Waves, Jun. 2004, doi: 10.1201/9780203492192.
[6] A. K. (Ajoy K. ) Ghatak and K. Thyagarajan, "An introduction to fiber optics," p. 565, 1998.
[7] G. P. (Govind P. ) Agrawal, "Applications of nonlinear fiber optics," p. 458, 2001.
[8] J. Yang, S. Liang, and Y. Zhang, "Travelling Waves of a Delayed SIR Epidemic Model with Nonlinear Incidence Rate and Spatial Diffusion," PLOS ONE, vol. 6, no. 6, p. e21128, 2011, doi: 10.1371/JOURNAL.PONE. 0021128.
[9] Z. Hu, W. Ma, and S. Ruan, "Analysis of SIR epidemic models with nonlinear incidence rate and treatment," Mathematical Biosciences, vol. 238, no. 1, pp. 12-20, Jul. 2012, doi: 10.1016/J.MBS.2012.03.010.
[10] R. M. Jena, S. Chakraverty, H. Rezazadeh, and D. Domiri Ganji, "On the solution of time-fractional dynamical model of Brusselator reaction-diffusion system arising in chemical reactions," Mathematical Methods in the Applied Sciences, vol. 43, no. 7, pp. 39033913, May 2020, doi: 10.1002/MMA. 6141.
[11] M. Abbaszade and M. Mohebbi, "Fourth-order Numerical Solution of a Fractional PDE with the Nonlinear Source Term in the Electroanalytical Chemistry," Iranian Journal of Mathematical Chemistry, vol. 3, no. 2, pp. 195-220, Sep. 2012, doi: 10.22052/IJMC.2012.5147.
[12] W. Malfliet, "Solitary wave solutions of nonlinear wave equations," American Journal of Physics, vol. 60, no. 7, p. 650, Jun. 1998, doi: 10.1119/1.17120.
[13] J. H. He and X. H. Wu, "Exp-function method for nonlinear wave equations," Chaos, Solitons \& Fractals, vol. 30, no. 3, pp. 700-708, Nov. 2006, doi: 10.1016/J.CHAOS.2006.03.020.
[14] Y. Zhou, M. Wang, and Y. Wang, "Periodic wave solutions to a coupled KdV equations with variable coefficients," Physics Letters A, vol. 308, no. 1, pp. 31-36, Feb. 2003, doi: 10.1016/S0375-9601(02)01775-9.
[15] J. H. He, "Approximate solution of nonlinear differential equations with convolution product nonlinearities," Computer Methods in Applied Mechanics and Engineering, vol. 167, no. 1-2, pp. 69-73, Dec. 1998, doi: 10.1016/S0045-7825(98)00109-1.
[16] M. Alquran et al., "Exact solitary wave solutions by extended rational sine-cosine and extended rational sinh-cosh techniques," Physica Scripta, vol. 94, no. 11, p. 115212, Aug. 2019, doi: 10.1088/1402-4896/AB20F3.
[17] N. A. Kudryashov, "Simplest equation method to look for exact solutions of nonlinear differential equations," Chaos, Solitons \& Fractals, vol. 24, no. 5, pp. 1217-1231, Jun. 2005, doi: 10.1016/J.CHAOS.2004.09.109.
[18] W. X. Ma and B. Fuchssteiner, "Explicit and exact solutions to a Kolmogorov-Petrovskii-Piskunov equation," International Journal of Non-Linear Mechanics, vol. 31, no. 3, pp. 329-338, May 1996, doi: 10.1016/0020-7462(95)00064-X.
[19] C. Yan, "A simple transformation for nonlinear waves," Physics Letters A, vol. 224, no. 1-2, pp. 77-84, Dec. 1996, doi: 10.1016/S0375-9601(96)00770-0.
[20] N. A. Kudryashov, "One method for finding exact solutions of nonlinear differential equations," Communications in Nonlinear Science and Numerical Simulation, vol. 17, no. 6, pp. 2248-2253, Jun. 2012, doi: 10.1016/J.CNSNS.2011.10.016.
[21] A. Maccari, (1996), The Kadomtsev-Petviashvili equation as a source of integrable model equations, J. Math. Phys. 376207.
[22] Rostamy, D., Zabihi, F., (2012), Exact solutions for different coupled nonlinear Maccari's systems, Nonlinear Studies, Vol. 19, No. 2, pp. 229-239.
[23] Cheemaa, N., Chen, S., Seadawy, A. R., (2020), Propagation of isolated waves of coupled nonlinear (2+1)-dimensional Maccari System in plasma physics, Results in Physics, volume 17.
[24] Inc M, Aliyu A.I., Yusuf A, Baleanu D, Nuray E., (2018), Complexiton and solitary wave solutions of the coupled nonlinear Maccari's system using two integration schemes. Mod Phys Lett B;32(02):1850014.
[25] Kudryashov, N. A.,(2020), Method for finding highly dispersive optical solitons of nonlinear differential equations. Optik, 206:163550.
[26] Khalid K. Ali, Mehanna, M.S.,(2021), Traveling wave solutions and numerical solutions of Gilson-Pickering equation, Results in Physics, Volume 28.

[^1][27] Sain, S., Ghose-Choudhury, A., Garai, S., (2021),Solitary wave solutions for the KdV-type equations in plasma: a new approach with the Kudryashov function. Eur. Phys. J. Plus 136, 226. https://doi.org/10.1140/epjp/s13360-021-01217-1.
[28] Gonzalez-Gaxiola O.,(2022), Optical soliton solutions for Triki-Biswas equation by Kudryashov's R function method, Optik, volume 249, 168230.


[^0]:    © 2022 BISKA Bilisim Technology

[^1]:    © 2022 BISKA Bilisim Technology

