He’s variational iteration method for solving linear and non-linear heat equations
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Abstract: In this paper He’s variational iteration method is applied to solve linear and non-linear heat equations. This method is based on the use of a general Lagrange multiplier in the construction of correction functional for the equation. In comparison with existing techniques, this method is very powerful, and the solution procedure is very simple since it uses only the prescribed initial condition. Some analytical results are presented.
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1 Introduction

Finding the particular analytical solutions that have a physical or biological interpretation for the nonlinear equations is of fundamental importance since nonlinear phenomena play a crucial role in applied mathematics and science.

The main aim of this paper is to present applications of He’s variational iteration method (VIM) to linear and non-linear heat equations of the form given by Eq.(1).

VIM is based on the incorporation of a general Lagrange multiplier in the construction of correction functional for the equation. This method has been proposed by Ji-Huan He [16] and is thoroughly used by many researchers (see e.g., [3,4,9-12,17,20]) to handle linear and non-linear problems. The VIM is very powerful and easy since it uses only the prescribed initial condition and does not require a specific treatment.

We consider the heat equation

\[ u_t = u_{xx} + \varepsilon f(u), \]  

(1)

where \( f \) is a linear or non-linear function of \( u \), and \( \varepsilon \) is some parameter. Here, the indices \( t \) and \( x \) denote derivatives with respect to these variables. Construction of particular analytical solutions for nonlinear equations of the form of Eq.(1) is an important problem. Especially, finding an analytical solution that has a biological interpretation is of fundamental importance. In contrast to simple diffusion (\( \varepsilon = 0 \) case), when reaction kinetics and diffusion are coupled, travelling waves of chemical concentration exist, can effect a biochemical change, very much faster than straight diffusional processes governed by Eq.(1) with \( \varepsilon = 0 \) [8]. This coupling gives rise to reaction diffusion equation of the form of Eq.(1), where \( u \) is concentration and the term \( f(u) \) represents the kinetics [8]. For example, it is known that when
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\( f(u) = u^3 \), Eq.(1) is an heat equation with cubic nonlinearity that admits soliton-like solutions [7,14].

Recently, some new methods such as Lie symmetry reduction method [6], and antireduction method [7] which transforms the nonlinear partial differential equations (PDE) to a system of ordinary differential equations (ODE) have been introduced in the research literature to find particular analytical solutions to PDE. But, finding analytical solutions of most nonlinear PDE generally requires new methods.

The particular analytical solutions of the nonlinear reaction diffusion equations of the form
\[
u_t = (A(u)u_x)_x + B(u)u_x + C(u),
\]
where \( A(u), B(u) \) and \( C(u) \) are specially chosen smooth functions are obtained in [5]. This equation usually arises in mathematical biology [8]. In fact, Eq.(1) is a particular case of the last equation.

2 Variational iteration method (VIM)

To illustrate the basic idea of VIM, we consider the following general nonlinear system:
\[
Lu(x,t) + Nu(x,t) = g(x,t),
\]
where \( L \) is a linear operator, and \( N \) is a nonlinear operator, and \( g(x,t) \) is the source inhomogeneous term.

According to the variational iteration method [16,17], one can construct the following iteration formulation:
\[
u_{n+1}(x,t) = u_n(x,t) + \int_0^t \lambda(t,s)(Lu_n(x,s) + Nu_n(x,s) - g(x,s))ds,
\]
where \( \lambda \) is a general Lagrange’s multiplier, which can be identified optimally via the variational theory, and \( \tilde{u}_n \) is a restricted variation which means \( \delta \tilde{u}_n = 0 \).

It is obvious now that the main steps of variational iteration method require first the determination of the Lagrangian multiplier \( \lambda \) that will be identified optimally. Having determined the Lagrangian multiplier, the successive approximations \( u_{n+1}, n = 0,1,2, \cdots \), of the solution \( u \) will be readily obtained upon using any selective function \( u_0 \) [16,17]. Consequently, the solution is obtained as the limit of the resulting successive approximations, i.e.,
\[
u = \lim_{n \to \infty} u_n.
\]

3 Applications of VIM

Example 1. In this example we solve Eq.(1) with \( \epsilon = 1, f(u) = u \). We take \( u(x,0) = \sin(\pi x) \) as the initial condition. According to VIM described above, a correction functional for this problem can be constructed as follows:
\[
u_{n+1}(x,t) = u_n(x,t) + \int_0^t \lambda(t,s) \left( \frac{\partial u_n(x,s)}{\partial s} - \tilde{u}_n(x,s) - \frac{\partial^2 \tilde{u}_n(x,s)}{\partial x^2} \right) ds,
\]
where \( n = 0,1,2, \cdots \), and \( \lambda \) is a Lagrange multiplier, \( \tilde{u}_n \) is a restricted variation, i.e., \( \delta \tilde{u}_n = 0 \). To find the optimal value of \( \lambda \), we make Eq.(5) stationary with respect to \( u_n \), and obtain
\[
\frac{\partial \lambda(t,s)}{\partial s} = 0,
\]
leads to the following iteration formula:

\[ u_{n+1}(x,t) = u_n(x,t) + \int_0^t (-1) \left( \frac{\partial u_n(x,s)}{\partial s} - u_n(x,s) - \frac{\partial^2 u_n(x,s)}{\partial x^2} \right) ds, \]

where \( n = 0, 1, 2, \ldots \). Beginning with an initial approximation \( u_0(x,t) = u_0(x,0) = \sin(\pi x) \), we obtain the following successive approximations:

\[
\begin{align*}
  u_1(x,t) & = \sin(\pi x) + (1 - \pi^2)t \sin(\pi x), \\
  u_2(x,t) & = \sin(\pi x) + (1 - \pi^2)t \sin(\pi x) + \frac{1}{2}(1 - \pi^2)x^2 \sin(\pi x), \\
  u_3(x,t) & = \sin(\pi x) + (1 - \pi^2)t \sin(\pi x) + \frac{1}{2}(1 - \pi^2)x^2 \sin(\pi x) + \frac{1}{3!}(1 - \pi^2)x^3 \sin(\pi x), \\
  \vdots \\
  u_n(x,t) & = \sin(\pi x) + (1 - \pi^2)t \sin(\pi x) + \frac{1}{2}(1 - \pi^2)x^2 \sin(\pi x) + \cdots + \frac{1}{n!}(1 - \pi^2)x^n \sin(\pi x). 
\end{align*}
\]

By the use of Eq.(4), the particular analytical solution to this problem becomes

\[ u(x,t) = e^{(1-\pi^2)t} \sin(\pi x), \]

in the closed form.

**Example 2.** We now solve Eq.(1) with \( \varepsilon = -2, f(u) = u^3 \), and \( u(x,0) = \frac{1 + 2x}{x^2 + x + 1} \). A correction functional for this problem can be constructed as follows:

\[ u_{n+1}(x,t) = u_n(x,t) + \int_0^t \lambda(t,s) \left( \frac{\partial u_n(x,s)}{\partial s} + 2u_n^3(x,s) - \frac{\partial^2 u_n(x,s)}{\partial x^2} \right) ds, \]

where \( n = 0, 1, 2, \ldots \), and \( \lambda \) is a Lagrange multiplier, \( \tilde{u}_n \) is a restricted variation, i.e., \( \delta \tilde{u}_n = 0 \). The optimal value of the Lagrange multiplier is calculated to be \( \lambda = -1 \) as done in above example (see Eqs.(6)-(7)). Submitting this \( \lambda \) into Eq. (10) leads to the following iteration formula:

\[ u_{n+1}(x,t) = u_n(x,t) + \int_0^t (-1) \left( \frac{\partial u_n(x,s)}{\partial s} + 2u_n^3(x,s) - \frac{\partial^2 u_n(x,s)}{\partial x^2} \right) ds, \]

where \( n = 0, 1, 2, \ldots \). Beginning with an initial approximation \( u_0(x,t) = u_0(x,0) = \frac{1 + 2x}{x^2 + x + 1} \), we obtain the following successive approximations:

\[
\begin{align*}
  u_1(x,t) & = \frac{1 + 2x}{x^2 + x + 1} - \frac{6(1 + 2x)}{(x^2 + x + 1) t}, \\
  u_2(x,t) & = \frac{1 + 2x}{x^2 + x + 1} - \frac{6(1 + 2x)}{(x^2 + x + 1)^2 t} + \frac{36(1 + 2x)}{(x^2 + x + 1)^3 t^2}, \\
  u_3(x,t) & = \frac{1 + 2x}{x^2 + x + 1} - \frac{6(1 + 2x)}{(x^2 + x + 1)^2 t} + \frac{36(1 + 2x)}{(x^2 + x + 1)^3 t^2} - \frac{216(1 + 2x)}{(x^2 + x + 1)^4 t^3}, \\
  \vdots \\
  u_n(x,t) & = \frac{1 + 2x}{x^2 + x + 1} - \frac{6(1 + 2x)}{(x^2 + x + 1)^2 t} + \frac{36(1 + 2x)}{(x^2 + x + 1)^3 t^2} - \cdots + \frac{(-1)^n 6^n (1 + 2x)}{(x^2 + x + 1)^{n+1} t^n}. 
\end{align*}
\]

The VIM admits the use of Eq.(4), therefore one obtains the particular analytical exact solution to this problem

\[ u(x,t) = \frac{1 + 2x}{6t + x^2 + x + 1}, \]
in the closed form.

**Example 3.** In this example we solve Eq. (1) with $\varepsilon = -1$, $f(u) = 2u^3 + u^2$, and $u(x,0) = 1/x$. This time a correction functional for this problem can be constructed as follows

$$u_{n+1}(x,t) = u_n(x,t) + \int_0^t \lambda(t,s) \left( \frac{\partial u_n(x,s)}{\partial s} + 2\tilde{u}_n^2(x,s) + \tilde{u}_n^3(x,s) - \frac{\partial^2 \tilde{u}_n(x,s)}{\partial x^2} \right) ds,$$

where $n = 0, 1, 2, \ldots$, and $\lambda$ is a Lagrange multiplier, $\tilde{u}_n$ is a restricted variation, i.e., $\delta \tilde{u}_n = 0$. Again, the optimal value of the Lagrange multiplier for this problem is calculated to be $\lambda = -1$. Submitting this $\lambda$ into Eq. (13) leads to the following iteration formula:

$$u_{n+1}(x,t) = u_n(x,t) + \int_0^t (-1) \left( \frac{\partial u_n(x,s)}{\partial s} + 2\tilde{u}_n^2(x,s) + \tilde{u}_n^3(x,s) - \frac{\partial^2 u_n(x,s)}{\partial x^2} \right) ds,$$

where $n = 0, 1, 2, \ldots$. We begin with an initial approximation $u_0(x,t) = u_0(x,0) = 1/x$, and obtain the following successive approximations:

$$u_1(x,t) = \frac{1}{x} - \frac{t}{x^2},$$
$$u_2(x,t) = \frac{1}{x} - \frac{t}{x^2} + \frac{t^2}{x^3},$$
$$u_3(x,t) = \frac{1}{x} - \frac{t}{x^2} + \frac{t^2}{x^3} - \frac{t^3}{x^4},$$
$$\vdots$$
$$u_n(x,t) = \frac{1}{x} - \frac{t}{x^2} + \frac{t^2}{x^3} - \cdots + (-1)^n \frac{t^n}{x^{n+1}}.$$

By the aid of Eq. (4) we obtain the particular analytical solution to this problem

$$u(x,t) = \frac{1}{x+t},$$

in the closed form.

### 4 Conclusion and results

In this paper, we provide some applications of VIM to solve linear and non-linear heat equations of the form in Eq. (1). We see that the VIM uses only the prescribed initial conditions and does not require a specific treatment.

On the other hand, the first two problems studied in Example 1 and Example 2 have been solved in [14] using Adomian decomposition method (ADM) [1,2], which is widely used by many scientists, e.g., [13,15,18,19]. ADM is an iterative method which provides approximate analytical solutions in the form of an infinite power series for nonlinear equations.

Although VIM and ADM give the same results for both of the problems, the VIM needs not to calculate Adomian polynomials, and it is very straightforward, and the solution procedure is very simple, as stated in [16].

Also, in their calculations of the exact solutions of various kinds of heat-like and wave-like equations, the authors of Ref. [16] pointed out that contrary to Adomian method, VIM needs no calculation of Adomian polynomial, only simple operation is needed. Another nice comparison between ADM and VIM is given by Wazwaz [17]. In his study he concludes the following: VIM gives several successive approximations through using the iteration of the correction functional. However, ADM provides the components of the exact solution, where these components should follow the
summation of an infinite power series. Moreover, the VIM requires the evaluation of the Lagrangian multiplier \( \lambda \), whereas ADM requires the evaluation of the Adomian polynomials that mostly require tedious algebraic calculations. More importantly, the VIM reduces the volume of calculations by not requiring the Adomian polynomials, hence the iteration is direct and straightforward. However, ADM requires the use of Adomian polynomials for nonlinear terms, and this needs more work. For nonlinear equations that arise frequently to express nonlinear phenomenon, He’s VIM facilitates the computational work and gives the solution rapidly if compared with ADM.

As a result, although the numerical results are almost the same, VIM is much easier, more convenient and efficient than ADM.
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